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A HIGH POWER PHASED ARRAY ANTENNA FOR SUB-SCALE
AERIAL TARGET APPLICATIONS

James De Vries and Kaz Doi
Pacific Missile Test Center
Point Mugu, California 93042
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Fred Lauriente

M} :rowave Applications Group
3030 Industrial Parkway

Santa Maria, California 93455
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ABSTRACT
—A

The simulation of airborne radars place special requirements on
antenna systems used in sub-scale targets, Typical airborne radar
antennas are steerable in azimuth and elevation and provide gains
on the order of 3u dB. The simulation of these antennas on a sub-
scale target has been a difficult task. Low gain non-steerable
antennas provide good coverage but suffer from marginal ERP.
Gimballed antenna systems are steerz“le and provide high gain but
not without the attendant problems of excessive weight, large size
and high cost. In an effort to find a practical solution, a
limited scan prototype phased array antenna has been duoveloped.
The prototype phased array effectively utilizes the available
aperture to provide a high gain antenna that is steerable over

small angles in azimuth and elevation.

The phased array antenna described herein is ideal for this

application due to its compact size, light weight, and low cost.

—
A

=367~




1.0 Introduction

A steerable phased array antenna system was designed and developed
for aerial subscale target testing. The principal purpose of this
design effort was to increase the effective radiated power (ERP) by
a factor of 9 dB cover fixed beam antennus. The antenna system
fully utilizes the limited available space in subscale targets, A
microprocessor control subsystem derives steering comnands from
analog navigational and altimeter data, and provides drive signals
to steer the antenna. The operational requirements for the
antenna system of +20 degrees in azimuth and %10 degrees in eleva-
tion were satisfied by using only eight elements, This minimal
number ot elements reduces system complexity while providing a low

cost antenna svstem,

The phased array svstem is comprised of the following components:
a two bv four arrav of horn elements, eight high accuracy rotary
field phase shitters, an eight-way equal line length waveguide
power divider and a beam steering computer. Fach of these
components can be secen in the photograph of Figure 1-1 and 1is

discussed individnally.,

-368-
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2.0 Horn Radiator

|
r
|
|
|
|
) The horn radiator is an E-plane sectoral horn fed by a six element

i slotted waveguide standing wave array. An exploded view of the

\ horn is shown in Figure 2-1, The slotted waveguide array is center

, fed through a series tee junction with three radiating slots on

i

; either side of the junction. With an impedance matching structure,

| consisting of a resonant iris and dielectric plug in the input arm,

: an impedance match of better than 17 dB was achieved over the 14.0
to 15.2 GHz bandwidth for each horn, as shown in Figure 2-2,

.

! _ The sectoral horn contains dielectric mode launching obstacles

E attached to the broa? walls for the purpose of correcting the phase

’ curvature in the E-plane., A similar set on the side walls provides

control in the H-plane. The use of this technique has been described

in the literature (1,2). The radijiation patterns of the horn are 5
shown in Figure 2-3 at 14.4 GHz, The measured gain was 20.7 dB

. corresponding to an aperture efficiency of approximately 80,2 per-

cent,

; The horn radiator was subjected to high power testing at 15 KW peak
and 15 watts average power at an altitude of 45,000 feet without

] evidence of corona or voltage breakdown.

E
% 369~
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3.0 Power Divider Network

The potv2xr divider network consists of commercially available wave-
guide components. Seven folded H-plane WR-62 waveguide magic tees
are used as shown in Figure 3-1., The series port of each tee is
terminated in a short profile slab load, capable of dissipating one
watt of RF power. The power divider was tested for loss, equality
of power split and relative phase, These data are shown in Figures

3-2 and 3-3.

4,0 Rotary Field Phase Shifters

The eight phase shifters used in this array are high accuracy
rotary field ferrite phase shifters. These phase shifters are the
magnetic analog of the Fox rotary vane phase shifter. Typical per-

formance data is shown in Figures 4-1 through 4-3.

5.0 Beam Steering Controller

The Beam Steering Controller inputs are in the form of three analog
voltages corresponding to target range, bearing, and altitude as

measured from a shipboard TACAN.

The computer receives the analog signals through an A/D converter.




The 280 based computer with CP/M and Fortran software generates the
appropriate 8-bit sine and cosine data. The eight pairs of drivers

receive the data sequentially and latchk it into D/A converters.

The power stage of the driver agonsists of 2 parts: a precision
current sink and polarity switching network. The current sink
employs a single power transistor and differential current sensing
to eliminate crosstalk. The polarity switching network which re-
ceives polarity information from the 8-bit sine or cosine word, uses
semiconductor switches to effectively switch the phase shifter coil
orientation in the circuit. This design insures good bi-polar

symmetry and eliminates the nead for a negative power supply.

The beam steering controller block diagram is shown in Figure 5-1.

6.0 Array System Tests

System evaluation tests included radiation patterns and gain

measurements throughout the angular coverage at frequencies of 14.0

GHz and 14.4 GHz and 15.2 GHz. A composite of the H-plane scanned
patterns is shown in Figure 6-1 and a composite of the E-plane

scanned patterns is shown in Figure 6-2.
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DESIGN CONSIDERATIONS FOR THE BEAMWAVEGQIDE
RETROFIT OF A GROUND ANTENMA STATION

by

T. Veruttipong, J. Withingten, V. Galindo-Israel,
W. Imbriale, D. Bathker

AD-P005 411

Jet Propulsion Laboratory
Califcrnia Institute of Technology
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1. / INTRODUCTION

Mg

.

A

" A primary requirement of the NASA Deep Space Network (DSN)
is to provide for optimal reception of very low signal levels.
This requirement necessitates optimizing the antenna gain to the
total system operating noise level quotient. Low overall system
noise levels of 16 to 20 K are achieved by using cryogenically
cooled preamplifiers closely coupled with an appropriately
balanced antenna gain/spillover design.-~rAdditionally, high-power
transmitters (up to 400 kW CW) are required for spacecraft
emergency command and planetary radar experiments. The frequency
bands allocated for deep space telemetry are narrow bands near
2.1 and 2.3 GHz (S-band), 7.1 and 8.4 GHz (X-band), and 32 and
34.5 GHz (Ka-band). 1In addition, planned operations for the
Search for Extraterrestrial Intelligence (SETI) program require
continuous low-noise receive coverage over the 1 to 10 GHz band.
To summarize, DSN antennas must operate efficiently with low

receive noise and high-power uplink over the 1 to 35 GHz band. siu-“..

J
Feeding a large low-noise, ground-based antenna via a

beamwaveguide systewm has several advantages over directly placing
the feed at the focal point of a dual-shaped antenna. For
example, significant simplifications are possible in the design
of high-power, water-cooled transmitters and low-noise cryogenic
amplifiers, since these systems do not have to rotate as in a
normally fed dual reflector. Furthermore, these systems and
other components can be placed in a more accessible location,
leading to improved service and availability. Also, the losses
associated with rain on the feedhorn radome are eliminated
because the feedhorn can be sheltered from weather.

Many existing beamwaveguide systems use a quasi-optical
design, based on Gaussian wave principles, which optimizes
performance over an intended operating frequency range. These
designs can be made to work well with relatively small reflectors

* The research in this paper was carried out by The Jet Propul-
sion Laboratory, California Institute of Technology, under
contract with the National Aeronautics and Space Administration.
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(a very few tens of wavelengths), and may ke viewed as "band-
pass," since performance suffers as the wavelength becomes very
short as well as very long. The long wavelength end is naturally
limited by the approaching small D/A of the individual beam
reflectors used; the short wavelength end does not produce the
proper focusing needed to image the feed at the dual-reflector
focus. In contrast, a purely geometrical optics (G.0.) design
has no upper frequency limit, but performance suffers at long
wavelengths. These designs may be viewed as "highpass."
Considering the need for practically sized beam reflectors and
the high DSN frequency and performance requirements, the G.O.
design is favored in this application.

Retrofitting an antenna that was originally designed without
a beamwaveguide introduces special difficulties because it is
desirable to minimize alteration of the original structure. This
may preclude accessing the center region of the reflector
(typically used in conventional beamwaveguide designs), and may
require bypassing the center region. A discussion of the
mechanical tradeoffs and constraints is given herein, along with
a performance analysis of some typical designs. 1In the retrofit
design, it is also desirable to image the original feed without
distortion at the focal point of the dual-shaped reflector. This
will minimize gain loss, reflector design, and feed changes.

To obtain an acceptable image, certain design criteria are
followed as closely as possible. 1In 1973, Mizusawa and
Kitsuregawa [1] introduced certain G.0. criteria which guarantee
a perfect image from a reflector pair (cell). If more than one
cell is used (where each cell may or may not satisfy Mizusawa's
criteria), application of other G.0. symmetry conditions can also
guarantee a perfect image. The problems and opportunities
associated with applying these conditions to a 34-m dual-shaped
antenna are discussed.

The use of various diffraction analysis techniques in the
design process are also discussed. Gaussian (Goubau) modes
provide important insight tc the wave propagation character-
istics, but Geometrical Theory of Diffraction (GTD), FFT,
Spherical Wave Expansion (SWE), and Physical Optics (PO) have
proven more accurate and faster. GTD and FFT algorithms are
particularly necessary at the higher frequencies. PO and S™-E
have been necessary at the lower frequencies.

2. DESIGN CONSIDERATIONS

2.1 Highpass Design_Feed Imaging

For a 2.4-m (8-foot) reflector beam waveguide operated over
1 to 35 GHz with near perfect imaging at X-band and Ka-band and
acceptable performance degradation at L-band and S-band, a
highpass type beamwaveguide should be used. This type of design
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is based upon G.0. and Mizusawa's criteria. Mizusawa's criteria
can be briefly stated as follows:

For a circularly symmetric input beam, the conditions on a
conic reflector pair necessary to produce an identical output
beam are:

(1) The four loci (two of which may be coincident)
associated with the two curved reflectors must be
arranged on a straight line.

(2) The eccentricity of the second reflector must be equal
to the eccentricity or the reciprocal of the
eccentricity of the first reflector.

Figures 1la, b, and c show some of the orientations of the
curved reflector pair that satisfy Mizusawa's criteria. We term
a curved reflector pair as one cell.

For the case of two cells where at least one cell does not
satisfy Mizusawa's criteria, a perfect image may still be
achieved by imposing some additional conditions, described below.

Let S, S5, S3, and S, be curved surfaces of two cells as
shown in Figure 2. Each surface can be an ellipsoid, hyper-
boloid, or paraboloid. Keeping the same sequence order, the
surfaces are divided into two pairs [first pair (S, S3): second
pair (S, S4)] as shown in Figure 2.

For a circularly symmetric input pattern, an identical
output pattern (in the G.O. limit) can be obtained if Mizusawa's
criteria are satisfied for both pairs in the following manner:
First pair (S, S,) satisfies Mizusawa's criteria; second pair
(S1, S4) satisfies Mizusawa's criteria after eliminating the
first pair.

It is noted that the first pair can be eliminated because
the input is identical to the output. Also, this concept can be
applied to cases with more than two cells. Examples of an
extension of Mizusawa's criteria for a multiple-reflector
beamwaveguide are given in Figures 3 and 4.

Figure 5 shows a geometrical optics field reflected from
each reflector of a beamwaveguide system (refer to Figure 3a).
It is clear from Figure 5 that the distorted pattern from the
first cell is completely compensated for by the second cell and
yields an cutput pattern identical to the input pattern.

2.2 Bandpass Design Fe:d Imaging

For many systems, a single-frequency or bandpass design can
be advantageously employed. The design considerations can best
be described with reference to Figure 6, where the center
frequency is given as f,, and L, is the spacing between two
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curved surfaces. A bandpass beamwaveguide system is usually
composed of two non-confocal (shallow) ellipsoids (eccentricity
close to one). Again from Figure 6, Fp, and Fp, are G.O. foci of
ellipsoid A, while Fpp is the phase center of the scattered field
from surface A (evaluated at frequency = f,) in the neighborhood
of surface B. Similarly, Fg;, Fpy, and Fgp are for ellipsoid B.
The distances from Fp, and Fpp from surface A are very large
compared to L; and L. The locations of Fpp and Fgp depend on
frequency as well as surface curvature, L;, and L;. For example,
with a 2.4-nm reflector with eccentricity = 0.97 at £ = 2.3 GHz
and L, = 8 m (26 feet), FAP is about 120 m (400 feet) to the left
of ellipsoid A, as shown in Figure 6a. In the G.0. limit, FAP
and Fp, are at the same location, to the right of e111p501d

It is desirable to have two identical surfaces for low
cross-polarization and a symmetrical system. Trial and error is
needed in order to determine surface parameters for the desired
operating frequency and bandwidth within specified losses.

Figure 7 shows the input and output patterns from a bandpass
beamwaveguide system where Fpp and Fgp are chosen to be at the
same locations as FB and Fp,, respectively (the choice may not
be the optimum condition). The two identical ellipsoids are
designed at f5 = 2.3 GHz. The results show good agreement
between the input feed and the imaged feed. Bandpass beamwave-
guide systems appear useful when a limited band coverage is
required, using modestly sized (D = 20 to 30)) reflectors.
However, these syster.s do not perform well as the wavelength
approaches either zero or infinity. 1In contrast, a highpass
(G.N.) design focuses perfectly at zero wavelength and focuses
very well down to D ~40A. The performance then decreases
monotonically as D becomes smaller in wavelengths.

3. APPLICATION CONSIDERATIONS FOR THE DSN

The DSN presently operates three 34-m high efficiency (H.E.)
dual-shaped reflector antennas with a dual-band (2.3/8.4-GHz)
feed having a far-field gain of +22.4 dBi that is conventionally
located at the Cassegrain focal point. The structures were
designed prior to beamwaveguide requirements, and feature a
continuous elevation axle and a carefully designed elevation
wheel substructure. The elevation wheel substructure, shown in
Figure 8, plays a key role in preserving main reflector contour
integrity as the antenna rotates in elevation. To maintain
contour integrity at 8 GHz and above is of prime concern for RF
efficiency performance as well as retrofit costs. Figure 9 shows
a centerline beamwaveguide approach which, although it is a
compact and straightforward RF design, severely impacts retrofit
costs and the contour integrity of the main reflector (hence RF
efficiency at 8 GHz and above). Figure 10 shows an unconven-
tional approach and represents attempts to reduce structural
impacts. Figure 10 is a six-reflector beamwaveguide (eight-
reflector antenna) based on our extension of Mizusawa's criteria.
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Although several detailed options are possible, most options use
two cells (four curved reflectors) with two flat reflectors.
Some of the options make use of the flexibility afforded by
allowing each cell to be disterting (of itself), but then
compensated for by the second cell as described in Figures 3, 4,
and 5.

Our goal is therefore to perfectly image a feed located
perhaps 15 to 25 m (50 to 80 feet) below the main reflector to
the original Cassegrain focus. This goal applies over the 1 to
35-GHz frequency range, using a beamwaveguide housing limited to
about 2.4 m (8 feet) in diameter. The image should be a 1:1
beamwidth transformation of the original +22.4 dBi feed,
permitting reuse of that feed and no changes to the subreflector
or main reflector contour. Lastly, the goal includes minimal
structural impacts, particularly to the integrity of the main
reflector contour. The generalized solution to these goals is
reflected in the approach shown in Figure 10, termed the bypass
beanmwavegquide.

4. ANALYTICAL TECHNIQUES FOR DESIGN AND ANALYSIS

The software regquirements for the study and design of
beamwaveguides are extensive. These include the capability for
G.0. synthesis, Gaussian wave analysis, and high and low
frequency diffraction analysis. These requirements are discussed
below.

4,1 Geometrical Optics Synthesis Capability

This capability includes software which synthesizes as well
as analyzes reflectors satisfying the Mizusawa-Kitsuregawa
conditions [1] for minimum cross-polarization and best imaging.

In the high-frequency domain (8 to 35 GHz for the designs
considered herein), the focused system shown in Figure 11 is
desired. Of course, two paraboloids or mixtures of various
conic-section reflectors can be synthesized. Optimization at
lower frequency bands generally is accomplished by appropriate
defocusing.

4.2 Gaussian Wave Analysis Capability

The required defocusing for the lower bands can be deter-
mined by using various beam imaging techniques [2] which are
based on Gaussian beam analysis methods first developed by Goubau
and Schwering [3]. While Gaussian mode analysis is useful at
high as well as low frequencies for "conceptual" designing,
conventional diffraction analysis methods are found to be more
suitable.

One consideration is that Gaussian mode analysis does not
supply spillover losses directly with as great an accuracy as
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conventional diffraction analysis methods. The Gaussian modes
supply the discrete spactrum, whereas the spillover losses are
directly related to the continuous spectrum [4). Spillover for
Gaussian modes is computed by a method more suitable in terms of
computational efficiency for a great number of reflection
(refraction) elements [3]. The antenna systems considered here
rarely contain more than four curved reflectors. Further,
spillover losses must be reliably known to much less than a tenth
of a decibel for high performance systems.

4.3 Low Frequency Diffraction Analysis Capability.

Because of the large bandwidth of operation (1 to 35 GHz),
there is no single diffraction analysis method which will be both
accurate and efficient over the entire band.

Efficiency, in the sense of speed of computation, is criti-
cal, since in a constrained design many different configurations
may be analyzed before an optimum beam waveguide configuration is
selected.

In the region of 2.3 GHz (for the 34-m antenna considered
herein), the reflector diameters are generally about 20A. Since
a very low edge taper illumination, at least -20 dB, is used to
reduce spillover loss, the "effective" reflector diameters are
very small in this frequency range.

A comparison between three diffraction algorithms: PO, GTD,
~nd Jacobi-Bessel (JB) leads to the conclusion that:

(1) GTD is not sufficiently accurate at the low
frequencies.

(2) JB is very slowly convergent in many cases and gives
only the far-field in any case. We must determine
near-field patterns.

(3) PO is both accurate and sufficiently fast below 3 GHz.

%. above results are illustrated in Figures 12 and 13 when an
ac’ .al +22.4 dBi corrugated feedhorn is used. It can be seen
frr  Figure 13 that PO and JB agree perfectly to ~+20°.

There are two general PO computer algorithms useful at the
low f 2quencies. One is a straightforward PO algorithm which
subdi'. ides the reflectors into small triangular facets. This is
esse~*ially a trapazoidal integration of the near-field radiation
intey.al and is a very flexible algorithm.

A second algorithm is based on a Spherical Wave Expansion
(SWE) and is alsoc a PO technique. It has two useful character-
istics: (1) when a high degree of circular symmetry exists in
the scattered fields, then the two-dimensional radiation integral
is reduced to a small number of one-dimensional integrals with a
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resultant marked decrease of computational speed; and (2) an (r)
interpolation of the scattered field (at different radial
distances from the coordinate origin) is done very accurately.

The PO (direct-trapezoid) and SWE algorithms are useful for
cross~checking results. Near-field and far-field computations
and comparisons in both amplitude and phase are shown in Figures
14, 15, and 16. Figure 14 contains near-field PO and SWE results
for scattering from one paraboloid refiector. Figure 15 contains
the results for far-field scattering from two reflectors. Figure
16 contains the near-field scattering for two reflectors and a
comparison of the "imaging" with the feed pattern. At higher
frequencies (>8 GHz), the feed pattern will be virtually
perfectly imaged over an angle of +15°.

4.4 High Fregquency Diffraction Analysis Capability

For reflector diameters of 70 or more wavelengths (>8 GHz),
1nclud1ng a =20 dB edge taper, PO analysis methods become too
expensive and time consuming. (The SWE may still be useful if a
high degree of rotational symmetry exists.) An alternative
approach is to use GTD ana1y51s. The GTD computation speed does
not increase with increasing reflector diameters, but the
accuracy of the analysis does increase.

In order to test the accuracy of GTD at 8 GHz, comparisons
were made between GTD and PO. Results for diffraction of a
single ellipsoid are shown in Figure 17. The results for the
phase of the scattered field were equally as good. GTD was
determined to be accurate at 8 GHz and higher.

Analysis of two or more reflectors by GTD involves some
manipulation of the fields scattered between any two reflectors.
The fields scattered from one reflector must be placed in a
format suitable for GTD scattering from the next reflector. This
is accomplished by computing the vector-scattered field in the
vicinity of the next reflector and then interpolating as follows:

(1) Use of an FFT for ¢-variable interpolation.

(2) Use of a second-order lLagrangian local interpolation
for @ interpolation (for a z-axis along the axis of the
reflector, ¢ and § are spherical coordinates).

(3) For the r (of [r, 6, ¢] spherical coordinates)
interpolation, an approximation consistent with the GTD
approximation was to assume a 1/r variation in ampli-
tude and a kr variation in phase. This approximate
interpolation should be checked against exact computa-
tions of the near fields.

By the method described above, multiple reflector computa-
tions, even with a large number of reflectors, can be calculated
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with both great speed and accuracy at frequencies above ~8 GH2
for reflectors of >70A in diameter.

A typical result is shown in Figure 18 for a pair of
ellipsoids which satisfy the Mizusawa-Kitsuregawa criteria. The
object is to perfectly image the input feed over about +20°,

This is accomplished with great accuracy and virtually no loss at
X-band frequencies and higher.

5. ONC ONS

A generalized solution has been achieved for retrofitting a
large dual-shaped reflector antenna for beamwaveguide. The
design is termed bypass beamwaveguide. Several detailed options
within the bypass category remain to be studied, and work
continues.

With the analysis capability available, we are gaining some
valuable views of the RF performance behavior of some of the many
options. It appears fairly clear for the 1 to 35-GHz requirement
that highpass (pure G.0.) designs are necessary in contrast to a
bandpass (non-confocal ellipsoids) approach. It appears that
deep confocal ellipsoids satisfying the Mizusawa-Kitsuregawa
criteria operate (focus) well with reflector diameters of about
70A and larger but may not be tolerable at longer wavelengths.

As a part of this activity, an important extension of the
Mizusawa-Kitsuregawa criteria has been revealed. The principle
revealed shows how a two-refiector (cell), although in itself
distorting, may be combined with a second cell which compensates
for the first and delivers an output beam which is a good image
of the input beam.
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(a)

(b) (c)

Figure 1. Possible Two-Curved Reflector Beamwaveguide

Configurations; E = Ellipsoid, H = Hyperboloid,

P = Paraboloid, F Flat Plate
CELL 1 CELL 2
31 52 33 S4
INPUT | OUTPUT
FIRST PAIR
SECOND PAIR
Figure 2.

Multiple Curved Reflector Beamwaveguide System;

Sj = Ellipsoid, Hyperboloid, or Paraboloid

=396~




3
52
(a)
) F]
‘ (Sgs S3) SATISFIES MIZUSAWA
AND IS ELIMINATED
Fq (Sys S4) SATISFIES MIZUSAWA
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Figure 3. Demonstraging an Extension of Mizusawa's Criteria
for a Multiple Reflector Beamwaveguide (Paraboloids)
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Figure 4.

(Sos S3) SATISFIES MIZUSAWA
AND IS ELIMINATED

(Syr S4) SATISFIES MIZUSAWA

Demonstrating an Extension of Mizusawa's Criteria
for a Multiple Reflector Beamwaveguide
(Ellipsoids/Hyperboloids)




S

Figure 5. Geometrical Optics Field Reflected from Each Surface

of a Beamwaveguide System (Shown in Figure 3a)
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Figure 8. 34-m H.E. Existing Structure
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AN INEXPENSIVE RELATIVELY BROADBAND MULTI-PURPOSE ANTENNA

' Samuel C. Kuo and Warren M. Shelton
GTE Government Systems, Western Division

J

The one-wavelength loop antenna has been widely used in the HF
and low VHF range by amateur radio operators in the form of the
Quad antenna ever since it was introduced in the late 1940's by
Moore.{[hree typﬁes of the one-wavelength loop antennas are shown
in Figure 1-a through 1-¢c. In (2) and (b) the sides of the square
loops are equal to 1/4 wavelength and the sides of the triangular
loop in (c) are equal to 1/3 wavelength. The relative direction
of current flow is also shown in the drawing to demonstrate the
polarization of these antennas. When the input terminals are on
the bottom and are excited with equal amplitude and out-of-phase
currents, these antenna provide horizontally polarized radiation.
The original Quad antennas introduced by Moore, shown in
Figure 1-d and 1-e, consisted of two one-wavelength loops; one as
the driven element, and the other as the reflector. Subsequent
development added more loops as directors and the antenna with
directors added was called a Quagi antenna which is claimed to

have a gain of approximately 2 dB over a Yagi of the same array

length.

Various types of the Quad and Quagi antennas have been devel-

oped through the years, and they have always been used as rela-




Figure 2-a has better characteristics in terms of VSWR, gain, and
bandwidth than the two other types, it was selected for bandwidth

comparison with a single loop.

A Bi-loop antenna, as shown in Figure 2-a, was fabricated with
each side of the loop antenna approximately 4 inches long and was
mounted 3 inches above a 14 by 18 inches ground plane. Using a
VSWR of 3.0:1 as the criteria, this antenna has a bandwidth of
approximately 2.4:1, while a single loop of the same dimension and
configuration as one-half of the Bi-loop has a bardwidth of
approximately 2.0:1. The swept gains of the two antennas from .55
to 1.2 GHz, shown in Figure 3, shows the gain of the Bi-loop
antenna to be approximately 2 dB higher than that of a single loop

antenna.

The bandwidth of a dipole or monopole antenna depends a great
deal on the diameter of the radiator. The same is also true for
the loop antenna. The Bi-loop antenna, snown in Figure 4, was
made of relatively large diameter tubing. The bandwidth of this
particular antenna 1s, however, limited by the balun. Subsequent
antennas built wei'e fed with coaxial cables as shown in Figure 5.
Since the characteristic impedance of this antenna is approxi-
mately 75 ohms, a 50/75-ohm transformer was included in the feed
line for impedance transformation. When a Bi-loop antenna with
4-inch sides was built with 0,650 diameter tubing, and fed with

75-ohm ccaxial cables and a 50/75-ohm impedance transformer, the
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tively narrow band antennas by the amateurs. For instance, a
popular version of the antenna, the "Three-band Quad," which has
three sets of different sized full-wavelength loops, is used to

R cover 14.4, 21.1, and 28.1 MHz.

In the high VHF, UHF and microwave frequency range where broad
frequency coverage is often desired, the original Quad antenna
which has limited broadwidth, can not meet the frequency bandwidth
requirements. In Moore's design, one of the two loop antennas is
i used as a reflector, which is very sensitive to the operating fre-
quency and consequently limits the bandwidth of the antenna. The
bandwidth of the Quad antenna can be increased by replacing the
reflector loop element with a flat ground plane. The performance
of a one-wavelength loop in front of a ground plane is similar to
that of a dipole over ground. When the spacing is small in terms

of wavelength, the radiation efficiency is very low and the VSWR

L s

fs high. When the spacing approaches one-half wavelength, a null

will appear on the antenna axis.

Further increase of the operating bandwidth of this antenna
can be achieved by arraying two one-wavelength loop antennas. The
uniqueness of the one-wavelength loop antenna is that the two
loops can be arrayed without a RF combiner, and the second laop
antenna can simply be paralleled to the first loop antenna at the
feed point. The new structures are called Bi-loop antennas, three

forms of which are shown in Figure 2. Since the type shown in

-413-
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bandwidth (3.0:1 VSWR) approached 3.0:1. Unfortunately, the cost
of this antenna is very high due to the tubular construction and

the cost of the transformer.

An inexpensive version of the Bi-loop antenna was developed
which costs less than 10% of the cost of the tubular configura-
tion. This antenna was fabricated using printed-circuit board
techniques where the Bi-1oop antenna element was etched on one
side of the PC board and the impedance transformer etched on the
other. The antenna element trace serves as the ground plane for
the microstrip transformer which provides the impedance transfor-
mation from 50 ohms a: the input connector to 75 ohms at the input
to the Bi-loop antenna. A sketch of this Bi-loop antenna with its
integral impedance transformer is shown in Figure 6. The details
of the connector and the feed point configurations are also
shown. The material used to fabricate ¢his Bi-loop antenna and
its ground plane consist of a piece of G-10 epoxy fiberglass PC
board, a panel type connector and a piece of aluminum sheet for
ground plane. The total cost {s less than $30.00 including etch-
ing the antenna. A slight decrease in bandwidth and gain are the
trade-of f for the low cost in comparison to the tubular

configuration.

One such antenna was fabricated using 1/8-inch G-10 epoxy

fiberglass PC board with the following parameters:
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Length of each side of the loop 4.0 inches

Width of the loop conductor C.75 inches
Spacing from ground plane 3.0 inches
Size of ground plane 11 by 14 inches

The performance characteristics of this antenna are shown

. below, and typical E- and H-plane patterns are shown in Figure 7.
\ VSWR: 600 - 1300 MHz 2.0 Max.
i
J Gain: 600 - 1200 MHz 7.5 dBi Min. 8 dBi Nom.
3 - dB Beamwidth, E-plane 65° Nom.
H-plane 65° Nom,

Since these antennas are fabricated using PC board etching

techniques, they are nearly identical and are good candidates for

-

linear array elements. Figure 8 shows a 10-element iinear array
using the Bi-lcop. Over a 1.6:1 bandwidth, the &rray can be
steered to +/-32° with the VSWR of the antenna elements remaining
under 2.0:1. Azimuth radiation patterns of this array measured on
axis and with 32° scan, are shown in Figug: 9 for low, medium, and

high frequencies.
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| ABSTRACT

In feeding a log-periodic monopole or slot array, excess line must be
! used between radiating elements to achieve proper phasing for backfire
radiation. Discontinuities presented by the radiating elements, which are
approximately one-half wavelength apart on a series feedline, cause
additive reflections on the line, There is, therefore, a region on the log-
periodic array which behaves similarly to a periodically loaded transmission
line operating in a stopband. Reflections occuring in this region inhibit
propagation of energy down the feedline. To obtain a frequency-stable
iinpedance, these “structural stopband® re zions should be reduced.

One technique that can be used to minimize the stopband regionona
series feedline is to reduce the reactive nature of the non-radiating

elments using the principle of complementarity. A two-port monopole-slot

antenna has been previously shown to have a relatively constant image

irnpedance below its first resonance. A

——

In the work presented here, a log-periodically scaled array of

monopole-slot elements was constructed and tested, The results
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demonstrate the elimination of the structural stopband regions without the ’
use of modulation of the feedline impedance, Other performarce
1 characteristics such as impedance bandwidth, beamwidth, and Imnt:/to-

back ratio of the array are also presented,

1. INTRODUCTION

| In the past few years there has been a great cdeal of interest in

5 broadband, low-profile, surface-mounted antennas. Although microstrip

3 patch and cavity-backed slot antennas satisfy the requirements of low
profile and surface mountability, reither structure can be considered
broadband. However, log-periodic arrays of cavity-backed slots are able to
satisfy the broadband requirement, Theoretically, the operating bandwidth
of such an array is limited only by the number of elements used and the
size allowed for construction of the array. In practice, however, there is a
fundamental problem in the feeding of such an array.

In feeding a log-periodic monopole or slot array, excess line must be

used between the radiating elements to achieve proper phasing of the

elements for backfire radiation. Ingerson and \/\ayesl found that the
discontinuitics presented by slots, which were approximately one-half

wavelength apart along a series feedline, cause additive reflections on the !

simiiarly to a periodically loaded transmission line operating in a stop
bani. Reflections that occur in this stop region inhibit the propagation of
energy down the feedline. To achieve an input impedance that changes

, little with frequency, "structural stopband" regions between the source and
1
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the active elements should be minimized, Ingerson and Maves
demonstratec that modulating the impedance of the fexdline could greatly
reduce this stcpband phenomenon. The input impedance of the antenna
constructed by Ingerscn was approximately 150 ohms. This impedance is
too high tor many applications, With this fact in mind, Ostertag applied
the impedarc--modulation technique to a shallower cavity with a

microstrip feecline and was able to reduce the input impedance to 50

ohmsz.

Another technique that can be used to minimize the stop band for a
series feedline is to reduce the reactive nature of the nonradiating

ele:fents using the principle of complementarity, A planar dipole and the

corresponding complementary slot are duals of each other, Using Babinet's 1

principle it can be shiown that:

2 |
- Mk n i

s“ag” he T 4 |

(1)

-
'~

-

where I is the slot impedance and Zd is the impedance of the complentary !

dipole. Thus it is seen that the input impedance of a slot and a
compiementary dipole fed together is independent of frequency. This
principie was used by Schroeder 3, Dun)a-zyg, and Itoh and Chenj. However,
al! of these structures requirec somre sort of external feed network for
praper operation.

n 1975 Mayes and '&'elserv‘r.ey(:ré demonsirated that a two-port
=on0optle-slot antenna can be made to have a relatively constant image

impedance for frequencies below its first resonance, A simple microstrip

feediine with a cvylindrical monopole attached directly above the slot
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feedpoint was used with this antenna, Stripline versions of the monopole-
slot were later studied by Cwik7, Halperns, and Paschen9. Paschen also
investigated the properties of the monopole-slot with regard to using the
antenna as an array element. He found that in additicn tohaving a uniform
image impedance (thus minimizing the effect of the structural stopbands),
the element also has other characteristics which make it a desirable *
element for a log-periodic array. He found that the far-field
characteristics of the monopole coinbined with the slot result in an elenent
with a fairly high front-to-back ratio. This allows for easy construction of
an array with a high front-to-back ratio. He aiso demonstrated that this
characteristic of the monopole-slot can reduce the mutual coupling
between the cascaded elements of a series-fed array.

In the project reported herein, a log-periodically scaled array of
monopole-slot antenna elements was constructed and tested. One objective

was to demonstrate the elimination of the structural stopbands without the

use of modulation of the feedline impedance. Otlier objectives were to

evaluate the performance characteristics of impedance bandwidth, pattern

bandwidth, beamwidth, and front-to-back ratio,

—— —_—

2, MEASUREMENTS FOR A SINGLE MONOPQLE-SLOT ELEMENT

Before construction of the complete array could begin, the
impedance characteristics of a single representative monopole-slot were
needed. The impedance characteristics of a previously constructed cavity-
backed slot wece determined using a vector network analyzer (Figurc 1)

Two different techniques were initially used to achieve an impedance
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characteristic for the monopole which was compiementary to the
impedance of the slot: top loading of the monopole to reduce its resonant
itnpedance; and increasing the feediine impedance to 85 chms, a value
closer to the 300 ohm resonant impedance of the slot,

Since it was easier to adjust the moiopole length without the top
load, the latter method was used in construction of the array. The
impedanhce characteristics of this monopole-slot are shown in Figure 2.
Note in this figure that the VSWR is less than 1.5 for frequencies below
1000 MHz and that nearly all of the incident power is radiated between

1100 and 1200 MHz,

3, DERIVATION OF CAVITY AND ARRAY PARAMETERS

The basic cell size and scaling factor had to be determined before
construction of the log-periodic array could begin., The cell size of an
array of cavity-backed slots is determined by the length-to-wid:h ratio of
the largest element, It has been previcusly found by Mayes10 that a wider
slot results in a significantly lower resonant frequency for a given slot
length than does a narrow slot. To minimize the encrgy coupled into the
non-radiating modes it is desirable tc have the cavity-backed slot antenna
resonate below the lowest order mode (TE“) of the closed cavity. The
cavity-backed slot previously mentioned (cavity dimensions 10x3x.125 in.,
slot length of 9 in,) was found to satisfy this requirement (1180 MHz for the
slot vs. 1256 MHz for the cavity mode).

There are two fundamental opposing factors to consider when

choosing the scaling factor for an array:
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l. Physical limitations due tc size limitations and material cost
and availability

2, Operational characteristics such as bandwidth, sidelobes, etc.
To meet the physical requiremants the scaling factor should be as smalj as
possible, To m2et the electrical performance requirements the scaling
factor should be as large as possible to incredase the number of elenents
operating in the active region of the array. For the array constructed a
compromise scaling factor of .89 was chosen. This allowed for an array
with a "structural bandwidth" of #.05:1 and for a nearly uniform
distribution of power between 3 elements for most of the operating

frequency range.

3. CONSTRUCTION OF THE ARRAY

The cavity-backed slot arrav was constructed using the scaling

factor of .89 and a base cavity size of 11,5x3,375 in. on a single .125 inch
thick double copper-clad Rexolite 2200 substrate of dimension 12x24 inch
(Figure 3). The cavity walls were constructed using brass screws spaced ,5
inches apa-t for the largest cavity and (,5 inch) (89" for the remaining :
elements, It has been previously shown that this arrangement of screws is i
a fairly good approximation for a PEC wall tor the frequerncies of .
interest. The Rexclite substrate was mounted on a .125 inch thick
aluminum plate for increased structural stability. The slots were formed
by reinoval of the copper cladding in the desired area on the top surface of
the substrate. The above array of cavity-backed slots was constructed 2-3

clements at a time starting with the low frequency elements and moving to
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higher frequencies with each succeeding cavity. (Cavity and slot

dimensions are given in Table 1).

. TABLE 1
DIMENSIONS OF CAVITY-BACKED SLOTS
(IN INCHES)

CAVITY CAVITY SLOT

NUMBER LENGTH WIDTH LENGTH WIDTH
1 11.500 3.375 9.750 .200

2 10.235 3.003 2,678 178

3 9.109 2,673 7.723 158

4 8.107 2.379 6.8373 41

b] 7.215 2.118 6.117 125

6 6,422 1.885 5044 JA12

7 5175 1.677 4,846 99

3 5.087 1.498 4,313 .088

Using a Hewlett-Packard 8510 vector network analyzer each cavity
was matched to a rnoropole of appropriate length. The technigue used is as
follows:

1. The resonant frequency of the slot was determined using the

network analyzer and one waveiength 50-85 ohm microstrip

tapered ieedlines.

2. A monopole was cut to a quarter of the free space wavelength
vorresponding to this frequency.

3. The length of the monopole was trimmed to minimize the input

reflecticn coefficient.
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S-parameters were taken for each of the 8 monopole-slot elements.
A typical set of S-parameters for a monopole-slot (the fourth in the array)
is given in Figure 5, It can be seen from the S-parameters shown in Figure
5 that the monopole-slot is well suited for use as an array element. At
frequencies below resonance, the eleinent is well matched to the feedline
and transfers most of its input energy with a shift in phase to the next
element in the array. As the frequency is increased to resonance, the
element radiates most of its input energy (represented by the simultaneous
low magnitudes of S,y and Sy ).

The lengths of the matching monopoles (3/32 inch brass rod with #0-
72 threads on the bottorn to fasten to the nuts soldered to the feedline) are

given in Table 2.

TABLE 2
LENGTHS OF MONOPOLES i

NUMBER LENGTHS (cm) i

. . e » o »
WSV OO0 s
OO NOONN

CONONVBFTWN —
a\vr#;l:#wwr\)

The final phase of array construction was building the meandering

feediines and the two corresponding 85-50 ohn linear tapers. Three
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feedlines with slightly different interelement spacing were constructed to
allow for experimental uncertainties in the individual element responses.
Feedline 1 was constructed for proper phasing for the backfire radiating
condition. Feedline 2 was 7.5% longer between feedpoints while feedline 3
was 7.5% shorter between feedpoints, The required spacing for the
backfire condition is given by Equation 1.

d = M __~_ (1)

where 34 = free space wavelength corresponding to the resonant frequency
of the larger element (cm)
£= the physical separation between the elements (cm)
€off = eifective permittivity of the microstrip feedline (€ 4¢ =
2,048 for this 85 line)
Equation (1) was solved for the section of line between the first and second
largest elements. For this condition of line 20 - 27.78 cmn and £= 8.10

cm. Using Equation (1) results in the following:

d=1375cm = 5.413in (feedline 1)
d* =d+ (0.075)d = 5819 in. (feedline 2)
d”=d-(0.075d = 5.006 in (feedline 3)

The resulting lengths of feedlines between elements are shown in Table 3.
The three feedlines were constructed on .125 inch copper-clad
Rexolite 2200 substrates using the values given in Table 3, #J-72 nuts were
soldered to the feediine above the point where the feedline crossed over
the slot to aliow for connection of the monopoles to the feedline, Two 85-

50 ohm tapers to match the &5 ohm feedlines to the 50 ohm measurement
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system were also constructed on ,125 inch Rexolite substrate. Using a
time-domain reflectometer, the whole feedline assembly was trimmed for

minimum discontinuities at the connectors and feedline corners for each of

TABLE 3
LENGTH OF FEEDLINE BETWEEN ELEMENTS
(IN INCHES)

FEEDLINE | FEEDLINE 2 FEEDLINE 3

SECT. d EXCES5 d+ EXCESS  d- EXCESS
L 5413 2,223 5.819 2.629 5.007 1,818
: 2 4817 1979 5.179 2,340 4,456 1,618
'i 3 4.287 L1761  4.609 2.083 3,965  L.440
4 3.816 1567 4,102 1.854 3.530 1,281
5 3.396  1.395  3.651 1.650 2.824 1140
6 3,022 L2400 3,249 1468 2513 1015
7 2690  1.105 2.892 1.307 2.237  .903

three meandering feedlines. After the lines were trimmed, the bottom
ground plane of the feedlines was removed in the area of the feedlines
i above the slots to allow for coupling of energy to the slots. See Figure 6

for the arrangement of the array complete with feedlines.

5. ELECTRICAL MEASUREMENTS

The two basic types of measurements made on the complete array
were S-parameter measurements and E-field pattern measurements.

The S-parameter measurements were inade with the Hewlett-
Packard 8510 network analyzer using feedline 3. The input VSWR for the

array is shown from 500 MHz to 4 GHz in Figure 7. S} is shown in Figure
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8. The magnitude of the transmission coefficient is shown {from 500 MHz
to 2,5 GHz in Figure 9,
It is seen from Figure 7 that the input VSWR of the antenna is less
than 2 for all frequencies below 1950 MHz and is less than 3 for all
v frequencies below 3 GHz. Thus it is seen that the structural stopband in
regions observed for other series fed log-periodic slot arrays have been
effectively eliminated by using the monopole-slot element. This antenna,
therefore, represents a stable load for most sources. Note also in Figure 8
the periodic nature of the impedance as expected for a log-periodic array.
Looking at Figure 9 it is seen that above 1 GHz very little energy reaches
the second port. This and the low input VSWR of the array below 1980 MHz
show that the antenna radiates nearly all of the energy presented to its
input. Since very little energy is left on the feedline after passing through

the array few if any large-end truncation effects should be observed when

T T

using this array above | GHz.

L-field measureinents were made on 20x20 foot ground plane pattern
range. For all measurements the antenna under test was used as the |
transmitting antenna. For the azimuth patterns a vertically polarized log-
periodic monopole array was used for the receiving antenna, Clevation
patterns were taken using a dipole mounted in a corner reflector attached
to a fiberglass boom and positioned so that it was vertically polarized, The
patterns ineasured for feedline 3 are shown in Figures 10 and 11,

Half-power bearnwidths and front-to-back ratios were found from

gt W #he 4

the patterns and are given in Figures 12 and 13 respectively. In

computation of the front-to-back ratios, the size of the backlobe was
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assumed to be that of the largest lobe in the back plane defined by 180

+40°,

Froin the patterns it is seen that the front-to-back ratio never
deteriorates significantly over the whole range of frequencies measured.
This is not a surprising result since the monopole-slot has a fairly high
front-to-back ratio as an individual element (see Figure 14). Therefore, a
significant degradation of the front-to-back ratio cannot be used as a valid
limiting factor in determiriing the pattern bandwidth for this array.

The half-power beamwidth for this antenna is relatively stable for
frequencies below 2.5 GHz. Above 2.5 GHz the pattern "balloons" out to be
a nearly 180° sector pattern. Thus it is seen that the upper frequency limit
for this array is approximately 2.5 GHz, However, if a higher directivity

y and main beain on axis are desired the upper frequency limit is
approximately 1.7 GHz, Even within this frequency range the half-power
beamwidth does vary as a function of frequency (Figure 12). Some of this

variaton is due to unequal power distribution among elements, Figure 15

and Table 4 show the power distribution of each of the elements as a
function of frquency. From the figure and the Table it is seen that
generally the narrowest bearnwidths were neasured at frequencies where
at least 3 elements were each radiating at leat 20% of the total power and
that the distribution between these elements was fairly uniform, This is

not surprising since element power "hogging" reduces the effectiveness of

It is informative to look at the power distribution graph shown in

Figure 15 and the data in Table 4 to define limits on the active region of
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the array., The most active eleinent is s2en to shift as the frequency is
changed. As expected at high frequencies, only the first two or three
elements radiate a significant fraction of the power (notice the highly

peaked response as the frequency is increased). Looking at Table 4 for

TABLE ¢4
POWER DISTRIBUTION AMONG ELEMENTS OF ARRAY

FREQ. FRACTION OF INPUT POWER RADIATED BY EACH ELEMENT
Mhz 1 z 3 P S T AR |
500.0 0.000 .003 024 .007 .003 067 .0l4 0l4
600.0 0.000 0.000 0.00C 0.000 0.000 .039 .039 .036
700.0 013 .007 .005 .006 .034 039 042 042
300.0 .008 .008 010 .003 L0138 065 .078 Jdll
900.0 0.000 0.000 0.000 0.000 0,000 .084% .12% 221
1000.0 0.000 007 .004 .012 055 .090 .222 .351
1100.0 .0lé 026 .040 044 .080 55 .289 .349
1200.0 .0l10 .033 076 473 JA25 L2483 ,331 .006
1300.0 .0f2 043 079 132 227 344 (142 009
13350 .019 .058 .085 J45 .259 362 .054 006
1415.0 .056 .080 4l .198 .379 137  .004 .001
1456,0 125 .091 184 213 3438 033 .003 .001
1500.0 .08%4 12 .230 253 .320 .001 .000 .000
1544.0 .097 162 245 286 .200 006 .002 .002
1590.0 .103 215 .268 .305 092 010 .003 .001
16350 .150 .269 .355 224 .001 .000 .000 .000

1700.0 .1838 308 .351 .153 .000 .000 .000 .000
1860.0 .207 46l .322 .C07 .001 .000 .000 .000
1900.0 .333 .589 071 .004 .001 .00i .000 .000
2000.0  .475 517 .006 .001 .000 .000 .000 .0on

2100.0 .793 174 AO18 .006 .007 .001 .000 .002
2200.0 992 005 .001 .001 .001 .000 .000 .000
1200.0 .925 .037 Nla .009 004 .002 .002 .001
2400.0 .732 A1l .059 .068 005 .002 .019 .000
2500.0 .652 131 .083 .083 .009 .008 .005 .004

frequencies above 1.7 GHz,, it is seen that one element is radiating well

over 40% of the power incident on the array. Therefore, one would expect
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to see the pattern shapes degrade abovel.? GHz. Looking at the patterns
given in RQigure 10, this is seen to be the case. At frequencies near the
middle of the operating band (1.2 GHz - 1.7 GHz), the power distribution is
nore uniform than at higher or lower frequencies. Consequently, one
would expect to sec well defined patterns in this range. Looking at the
patterns given in Figure 10, it is seen that this is also the case. At low
frequencies the higher frequency elements do not radiate a significant
fraction of the power (as expected). Hence, when frequencies below the
resonant frequency of the largest element are approached, little power is
radiated by any of the elements. Thus, the radiation efficiency of the
whole array is decreased significantly. However, as previously me.tioned,
well-forimed beams are still observed due to the relatively good patterns
for each element when the element is operated below its resonaace, Thus,
it is seen that the patterns for this array degrade gracefully at frequencies

beyond both ends of its operating bandwidth,

6.0 CONCLUSION

In this project a log-periodic array of monopole-slot elemernts was
constructed and tested, It was found that using the monopole-slot antenna
in the array does indeed eliminate the structural stopband regions normally
associated with a series fed log-periodic array. In fact, the antenna had an
input VSWR below 2:1 for most of its operating range. Thus, an antenna
constructed siinilar to the one built in this project should not present
loading problems for most sources. The front-to-back ratio was found to he

fairly high for the total operating range of the antenna. The half-power
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bearnwidth and pattern shape were found to be the limmiting factors in
determination of the upper frequency limit for this array. Radiation
efficiency for the array was found to establish the low frequency limit,
Using these two limitations, the array was found to operate quite
N effecively between 1100 MHz - 1800 MHz, If a wider half-power
beamwidth is acceptable, the high frequency limit can be extended to

approximately 2500 MHz,

Use was also made of the wider element bandwidth inherent with the

monopole-slot in lowering the value of the scaling factor required for

proper operation of the array. This lowering of the scaling factor allows x
for use of physically smaller arrays to cover the same frequency range. If \
i

narrower and more uniform beams are desiraed, the scaling factor should be l

increased from the value of 0.89 used in this array to allow for a inore

uniform distribution of power between elements. If a wider operating
bandwidth is desired, this can be easily accomplished by adding more

elements to the array,
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ABSTRACT
A Shallow-Cavity Unity Gain Notch Radiator

by: George J. Monser

This paper presents the results of an empirical approach for
designing shallow-cavity (0.080 wavelengths deep) notch radiating
elements for use in greater than octave bandwidth applications.
Three different size models were built and evaluated. It was
concluded that nearly unity gain could be achieved over an octave
with excellent pattern characteristics over greater than a 3/1

bandwidth.
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/// A SHALLOW-CAVITY UNITY GAIN NOTCH RADIATOR

By: George J. Monser

SUMMARY
‘This paper describes a shallow-cavity (0.080 wavelengths deep)
~ notch radiating elementh&ith a peak gain of unity, operatle over
greater than one octave in bandwidth. ‘Based upon three different
size gntennas excellent pattern characteristics were measured

over a 3/1 frequency band when flush-mounted in a small ground

plane, ~§f_w_“”. - T

1.0  INTRODUCTION

The notch radiating element is a wide bandwidth efficient
antenna which has been used in many applications since first
reported by Johnson [1]. These applications have used Johnson's
notch (or nitch) in generic form. That is, as a simple radiating
discontinuity. This paper extends the technology to radiating
notches over shallow cavities where the plane defining the notch
is parallel to the cavity base. Eificient radiating structures
with cavity depths of a few hundred's of wavelengths are attain-

able offering an alternative to patch antennas [2].

2.0 ANTENNA CONFIGURATION

Figure 1 shows the basic elements of the notch/cavity anten-

na. In this figure the input micro-strip line couples energy to

* Patented by author and Raytheon Company.
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the slot which, in turn, excites the notch. Without the cavity
in place radiation would occur with a maximum along the axis of
the slot. Adding the cavity changes the radiation patterns,
yielding a maximum normal to the plane containing the slot and
rotch. Two elements contribute to the far field pattern: the

microstrip line and slot/notch.

3.0 TEST MODELS
Three models were built for evaluation:
Model A 1.3 x 1.5 x 0.29 inches.
Model B 2.7 x 3.0 x 0.50 inches,
Model C 3.1 x 3.8 x 0.62 inches.
The first two values pertain to aperture size. The last value

pertains to the cavity depth.

Model A was tested and evaluated over the 2.0 to 5.0 GHz
range. Model B was evaluated over 1.0 to 3.0 GHz range. Model C

was evaluated over the 0.75 to 2.0 GHz band.

Because of space constraints the cavity depths were not

scaled in proportion to notch sizes.
A photograph of the Model A antenna is shown in Figure 2.

4.0 TEST RESULTS

Figures 3 through 6 show typical pattern characteristics.

Broad, smooth patterns were measured in both planes (i.e., along

~460-




and normal to the microstrip line) with the broader patterns in

the plane of the microstrip line.

Figure 7 shows gain versus cavity depth expressed in fractions
of a wavelength. On the order of unity gain is displayed over
approximately one octave commencing with a cavity depth of approx-

imately 0.06 wavelengths.

Figure 8 shows transmission loss versus cavity depth. Again
good transmission efficiency (50 percent or better) is shown over

nearly an octave, except for Model B with the deeper cavity.

5.0 DISCUSSION OF RESULTS

Data displayed in Figures 7 and 8 showed similar trends
almost independent of aperture (slot/notch) size. By computing
directive gain (i.e., 4mA/A2) and deducting the mismatch loss,

the reported gains (Figure 7) were substantiated.

One anomaly in data was observed in Figure 8, where Model B
showed a narrower transmission band for 50 percent efficiency than
the models. This occurrence is believed to be attributable to the
deeper cavity. Since the primary effort was to achieve a shallow

cavity design, the phenomenon was not investigated.
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6.0 CONCLUDING REMARKS

Based upon an empirical study, it is felt that notches over
shallow cavities can be used in applications requiring broad cov-

erage and unity gain over octave bandwidths.

If the restriction of unity gain is removed, then the full

pattern bandwidth 3/1 can be realized.

As configured, this type of antenna offers a viable solution
for flush-mounted applications requiring very little depth for

installation.
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Polarization
1.4 GHz

(b) E-Plane

(a) H-Plane

Figure 4. Model B Pattems

Pa—




ZHO 9L
uo - irejod
(BWozZUOH

1]

Al

|

AN

suislled g i9Poi 'S ainbiy

sueld-3 (q) aueid- (€)
ZHOD 9t
aueld uonezue|od aueld
_ punoso uj 'BOIUBA punoir) u|




susajled g (9pow 9 aInbi4

AP UY TUF SV SRR e

aue|d-3 (q) aue|d-H (&)

ZHO 02 Z2HD 02 :
uofleziejod aued uoijezue|od . . . aue|d d
JeuozZuoH pUNoOIL) Uy jedise, z_ - \|I\ T ,..mw/luv punoir) Uy E
2 Rtk SR U : / r
>
-y
p-7¢
g :
ER& in ) ~ ,
- ..u»m. m n‘.u ~F
P s
22, o
2 .
\.. .
2"
)




yideQ Ajaen) SNSIBA SSO7 UOISSIWISURL] YIJON-OIOIN '8 ainbiy

Jibuajaaep © JO suonoei4 ul yidaq Alaed

€10 20 L0 010 600 800 100 900 S00 co.w
e L_
5 12
| uomsIWwSUeLL %05 “ \
s ) 1

\
L X J
A Y
- </ 419
\
8 \ X i
s SIOPOW aduyL / 18
| deeq 290X PEXILE »= v 4
| deed OYOX0EXLT do1
| daeQ 6Z0XGS L XE} — i
:puaba

(gp) $5071 UOISSIWISURI|

yidag AjaeD sSns1aA uren) YdjoN-0IIN "L anbig
YIBuaaARAA € jO SUonDeI4 Ul YidaQ AlARD

2V0 110 O0L'0 600 800 00 900 SO0 +00 €00

-

e ————— = —

18A37 8P 0

SI3PO a1yl
da3Q 290X BEX L'E ~=

dasg 0G0X0EX LT = ]
daaQg 620X GLXEL ~—

:puaba

L I Il L A i

oL-

o
(gp)uren

G+

oL+

-468-

ki e Mt e e

i B e ton i a1




|

ULTRA-BROADBAND IMPEDANCE MATCHING USING
ELECTRICALLY SMALL SELF-COMPLEMENTARY STRUCTURES

K. G. Schroeder

AD-P005 415

American Electronic Laboratories, inc. Lansdale, Pa. 19446

e

ABSTRACT | ,(
S =
L -:_/"" - -

Ji A number of self-complementary structures are investigated
with the goal of providing €requency~-independent matching of the
inductive reactance of the other element. Impedance bandwidths
of up to 50:1 are found to be achievable with very small (H approxi-
mately 0.006 &{’element heights. Efficiencies are determined by
achievable loss resistances in the radiating structure itself,
rather than the (limited) quality of an external loading coil,
and by energy channeled into the difference port of the feed hybrid,
which is used to match two complementary impedances. :TL““ /

1.0 INTRODUCTION

The ultra~broadband self-complementary pair of elements
described here is based on the general concept first formulated
in 1963, It basically uses a 180-degree hybrid to match two
radiators which are closely spaced and enhance each other's radia-
ting properties and which have impedances which are complementary.
In the past, mutual coupling between closely spaced radiators has

prevented the physical realization of such a pair, except for
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the vertical monopole/slot ééﬁbinétiﬁﬁ described by P. Mayes, which
did not use a hybrid feed. The evolution of a monopole/half-loop
combination is now described, which both overcomes the mutual '
coupling problem and, at the same time, results in more practical
monopoie structure fo- moblile applications. The complementary pair

impeiance matching concept is now discussed in more detail.

2.0 GENERAL IMPEDANCE MATCHING PRINCIPLE

The complementary matching approach is based on the impedance
averaging properties of a magic-tee or 180-degree hybrid. Fig. 1
shows the generalized impedance relations at the outputs of a 180~
degree hybrid used in the complementary pair, and Fig. 2 shows typical
locations of complementary impedances on a Smith Chart, where Z and
2 [*, etc. are located on the same VSWR circle, but on opposite
sides with respect to the center of the Smith Chart. It can be
shown that the sum=-port impedance 1is always the center point of a
straight line connecting two impedances on a Smith Chart, even if
this line dces not go through the center, i.e., even if the two
impedances are not exactly complementary. Physical embodiments
of a self-complementary pair of small elements consist of loops
(half-loops) and monopoles; slots and monopoles (dipoles); dipoles
and folded dipoles, etc. The end-fire complementary pair is
formed by using two identical elements (e.g. monopoles, see Fig. 3)
and externally complementarizing one of them by a network, such
as a delay line. This end-fire pair 1s now not only matched with
respect to the self~impedances of the two elements, but also with
respect to mutual impedances in a phased array environment. How-

ever, the bandwidth of the complementarizing network generally

~479~
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limits the total pair bandwidth to about 4:1.* For applications
where 10:1 total bandwidth or more is required, the self-comple-
mentary approach currently offers a better solution, and is

described below in more detail.

3.0 SELF-COMPLEMENTARY MONOPOLE-PLUS-HALF-LOOP PAIR

Fig. 4 shows a basic self-complementary pair consisting of
a short monopole (whip) and a grounded half-loop. One is an open
circuit at very low frequencies, and the other a short circuit.
This means that at these frequencies, when connected (o a feed
hybrid as shown in Fig. 5, the sum-port impedance should be
matched.

Fig. 6 shows the measured sum-port impedance from 1.2 to
115 MHz for a whip and a half-loop with 0.00Z wavelength height
and stretched length (half-circumference), respectively, at
2 MHz, The impedance is not as good as it should be at the low
end, since the hybrid impedance deteriorates below approximately
5 MHz, and the ground plane was too small for frequencies below
approximately 5 MHz,

Above approximately 30 MHz (model frequency), the impedance
match was suspected not to be as good as possible because the whip
was too thin. Remembering that a fat conical monopole has a good
high-frequency performance, one might try to improve the high-~
frequency perforﬁance by using a conical monopole. However, the

mutual coupling between the loop and the fat monopole will then be

(*) See Companion Paper: '"Feed Designs for Broadband End-Fire
Complementary Pairs Using Thin-Wire Elements"
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too strong, upsetting the self-complementarity. Hence, a new radia-
tor approach was evolved, which is described below, and which is
capable of optimizing electrically small, self-complementary

structures.,

4.0 EVOLUTION OF THE SELF-COMPLEMENTARY SCHROEDER ANTENWA

Fig. 7 shows the well-known equivalency between a fat cylin-
drical monopole with conical feed section aad a flat sheet of a
width equal to twice the diameter of the cylinder diameter. For
the frequencies involved in most HF and VHF systems, the dimensions
of the radiator are still too bulky and do not lend themselves to
easy installation and deployment. The next step in simplifying
the structure is now shown in Fig. 8. Instead of using a continu-
ous metal surface or sheet, one can simulate this sheet by building
an outline of the actual radiating structure. This can be done,
because the radiating currents essentially travel up the extreme
edges of the radiator. The center portion does have some effect,
particularly at the high frequency end, by virtue of the capaci+ive
field lines connecting to the surrounding plane. Because of this.
the optimum angle B8 1is almost zero degrees. That is, the optimum
equivalent sheet radiator a flat (instead of angled) bottom is
most nearly equivalent to the optimized conical section of the
cylindrical conical monopole, where the included cone angle is
about 60 degrees and a also equals 60 degrees. This angle can
be found empirically by varying a until the impedance plot is

most ideally centered around the 50-ohm point on the Smith Chart
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for the widest frequency range. This new equivalent-sheet, wire-
outline monopole can now be used in combination with a half-loop
to form a self-complementary pair, where the interaction (through
mutual coupling) between the loop and the monopole is miniwnized
by the symmetry and orthogonality of the current-carrying parts
of the structure. A further attempt in improving symmetry can be
made by using four whips instead of two, which allows the use of
orthogonal loops also. This is shown in Fig. 9, except that only
one of the two orthogonal half-loops is shown. The reason for

the second locp will be explained below when discussing patterns.

5.0 TEST RESULTS

A VSWR plot of the four-whip arrangement is shown in Fig. 10
for a small pattern model built at a 50:1 scale factor so that
good patterns could be measured swith a limited-size ground plane.

The impedance match is obviously excellent (better than 2:1) over

a more than 20:1 bandwidth. From 100 to 1000 MHz (full-scale i
equivalent e.g. 3 to 30 MHz) the azimuth patterns (Fig. 1l to 16)

show astoundingly good front-to-back ratios, averaging better than

10 dB. The explanation for this directivity is the fact that,

over the entire band where the half-loop 1is electrically shorter

in circumference than the resonant length, the electrical current

vector of the half-loop 1is peinting upward at the feed point, thus

enhancing the electrical vector of the monopole which is also

pointing up. The electrical vector of the half-loop points down-

ward at the grounded end, and therefore cancels out the monopole
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contribution. This forms a directional pattern in the direction of
the half-loop feed point. This performance is also present when
only two whips are used, which are orthogonal in their feed arrange-
ment (e.g., using a center feed bar going underneath the center

of the half-loop). With four whips, two orthogonal loops can be
installed with four feed points that are alternately switched to

the hybrid output or to ground, so that the directional pattern

can be switched into four major directions spaced 90 degrees apart

(0, 90, 180, and 270 degrees).

6.0 CONCLUSION AND SUMMARY

A new embodiment of self-complementary pairs has been dec-
cribed which shows very wide impedance and directional pattern
bandwidths. This antenna has also a small physical size in com-
parison to product-line HF antennas. The "hybrid-fed, wire-outline,
equivalent-sheet-monopole plus half-loop, electrically small,
self-complementary pair", (short: self-complementary Schroeder
antenna) warrants further detailed investigations in the form of
model and full-scale experiments. Already, impedance bandwidths
in excess of 50:1 have been measured, and ultimate bandwidths
could be as high as 100:1, with the only limitation being given by

acceptable efficiency.
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180-deg
HYBRID

Fig. 1: Impedance Relations of a Complementary Pair
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Fig. 3:

Endfire Complementary Pair of Conical Monopoles
(Approximately 4:1 bandwidth)
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L.i02 fe:200

HALF CIRCUMFERENCE * 0.2 )o

Fig. 4: Self-Complementary Impedance Matching System Using
Whip and Half-Loop (Element Layout)
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Fig. 5:

Self-Complementary Impedance Matching System Using
Whip and Half-Loop (Feed Circuit)
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Fig. 6:

Self-Complementary Impedance Matching System Using
Whip and Half-Loop (sum-Port Input) Impedance
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LOOP HALF CIRCUMFERENCE
0.33 %

Fig. 9: Self-Complementary Pair of Equivalent Conical
Monopole Wire-Qutline Radiator and Fat Strip
Half-Loop
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Fig. 1l4:

Azimuth Pattern of Self-Complementary Pair
of Monopole and Half-Loop, 600 MHz
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Azimuth Pattern of Self-Complementary Pair

of Monopole and Half-Loop, 800 MHz

Fig. 15
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Fig.

16

Azimuth Pattern of Self-Complementary Pair of
Monopole and Half-Loop, 1000 MHz
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IMPEDANCE-INVERTING FEED DESIGNS FOR BROADBAND
ENDFIRE COMPLEMENTARY PAIRS USING THIN WIRE ELEMENTS

K. G. Schroeder

American Electronic Laboratories, Inc. Lansdale, Pa. 19446

//V//—\

ABSTRACT

Broadband impedance matching of externally complementarized
endfire monopole pairs is described, where the radiating elements
consist of thin wires. Broadband impedance loci are achieved for
the thin radiators by impedance inverters placed prior to the com-

plementarizing circuit., Impedance matching is then accomplished

}_

in a standard broadband hybrid or “Magic Tee".™

Y
e e

1.0 INTRODUCTION

From Ref. 1, it is known that fat monopoles, arrayed in
endfire, can be impedance- matched over at least a 3:1 frequency
range. (Fig. 1). The conical monopoles required for this per-
formance typically have included cone angles of 60 degrees and
length-to-diameter ratios of less tlan approximately 4:1. Solid
monopole complementary pair arrays, however, are not very praciical

for HF and VHF, particularly in mobile applications. A standard
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way to build conical monopoles at those frequencies is the wire-~cage
construction.

To implement a quasi-gshort monopole (heigﬁt between one-
sixth of a wavelength and a half a wavelength) in wire-cage con-
struction, typically eight to six wires are required, which shape
the outline of the cone and attached cylinder. Keeping in mind that
this provides one monopole, a second wire-cage structure has to be
added to the first one to form a pair. This then leads to 12 wires
minimally in an endfire complementary pair of conical wire-cage mono-~
poles. (Fig. 2).

These wire-cage structures now have to be supported somehow,
which leads either to an almost impractical complex array and support
structure, or the need for 12 individual self-supporting whips forming
the wire-cage outlines in the verical direction.

The desire clearly exists to further reduce the number of
vertical radiators. It is known that the conical cylindrical mono-
poles can be replaced by their equivalent flat sheet monopoles pro-
vided the width of the sheet is twice the diameter of the cylinder.

(Fig. 3). Figure 4 shows an endfire pair using solid sheets of
conducting material. (See also companion paper entitled: "Ultra-
Broadband Impedance Matching Using Electrically Small Self-Com-
plementary Structures”. )

Such solid-sheet "equivalent" arrays offer no advantage,
of course, unless the sheets are also configured in thin-wire

construction technique. The flat sheet monopoles, however, can
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be simulated by using just two wires or two whips, thus reducing
the total number of elements to four. No connection is required
between the tops of the whips. (Fig. 5) Another way of explaining

the horizontal connecting bar of the wire-outline equivalent -

sheet radiator is that it constitutes an impedance inverter. The

thin-wire monopole impedance is inverted about the characteristic

impedance of the open-wire transmission line leading from the whip |

endpoint to the center (feed) point.

2.0 MODEL DESIGN

In order to be able to investigate the impedance matching
performance of the equivalent-sheet whip array concept, an impedance
tést model was constructed and various locations on a ground plane
were tested using an end-fire beam-forming network. The elements
were located on a square and on a rectangle. The full-scale whips
are envisioned to be standard fiberglass whips with conducting braid

embedded in fiberglass, mounted on 2 spring and base insulator.

3.0 IMPEDANCE MATCHING TEST RESULTS

A single thin monopole (whip) was shown to be poorly matched,
and its impedance locus on the Smith Chart generally not useful for
complementary matching. Fig. 6 shows the measured impedance plot
for a thin wire with about 0.12 A height at the lowest frequency.

The wire was mounted in a ground plane location as shown in Fig. 6.
The sum-port impedance for a rectangular array phased into the front/
aft direction of the ground plane is shown in Fig. 7. This was one
of the earlier test results, and was aimed at proving the general

concept. The basic idea is, of course, that two of the whips con-
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nected together, as shown in Fig. 5§ will behave impedance-wise
1ike a fat conical mcnopole.

Fig. 8 and 9 show the input impedances of two whips vith
a height of 0.16 A when fed in parallel with impedance-inverting
horizontal members. Fig. & is the front pair and Fig. 9 the back
pair. Fig. 8 and 9 show that the horizontal feed circuits indeed
transform the center of the whip impedance locus towards the
center of the Smith Chart, which is a prerequisite for complementary
matching. The sum-port input impedances for a fore/aft phasing
condition are shown in Fig. 10. It is seen that the impedance
match at the very low end had deteriorated somewhat, the 3:1 VSWR
circle being penetrated above a frequency of approximately 220 MHz
instead of 200 MHz. The spacinyg between whips was a constant
0.12 ) at the lowest frequency. The same is true for the lef:/
right phasing condition (Fig. 11), the two impedance plots being
very similar. This implies that the dimensions between the whips
are more critical than the ground plane conditions in front of the
forward radie*ing element, i.e., the whole array is matched
together as an entity, and independent of ground plane extensions.
The patterns, of course, may show more gain reduction in the left/

right direction.

4.0 DIFFERENCE PORT POWER

One of the many design aspects of a broadband antenna
system is the matching network efficiency. 1In the case of the
complementary pair, there is an immediate measure in the power lost
in the difference port. That power is shown versus frequency in

Figures 12 through 16 . As one would expect, a significant amount
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is lost in the difference port at the lowest frequency, where much
impedance matching has to be achieved in the inversion and comple-
mentarization process. A secondary peak appears between 700 and
900 MHz. In both cases, however, the power is down more than 5 dB
from the input, meaning that the matching efficiency is bette. than
50%. Obviously, some additional losses will occur and absolute
gain measurements will have to be made. Preliminary gain measure-

ments have confirmed a gain of not less than O dBi, and up to 6 dBi.

5.0 PATTERN TEST RESULTS

Figures 17 through 20 show representative azimuth patterns
at 210, 400, 600, and 800 MHz model frequencies for an array phased
in the left/right direction. It can be seen that even at the lowest
frequency there is a front-to-back (i.e., left side-to-right side)
ratio of approximately 3 dB, which increases to 6 dB at 400 MHz,

10 dB at 600 MHz, and averages better than 10 dB at 800 MHz. The
associated elevation patterns, in the plane of the wain ‘beam, are
shown in Figures 21 through 24. The roll-off varies from about

3 dB over most of the band to about 7 dB at the highest frequency.
(The peak of the main beam i: pointing to the right side of

Figures 21 through 24,)

6.0 REFERENCES
1.0 K. G. Schroeder and K. M. Soo Hoo, IEEE Transactiuns on
Antennas and Propagations, Vol. AP-24, No. 4, July 1976,

pp. 411-418,
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Fig. 1:

End-Fire Complementary Pair of Conical Monopcles
(Approximately 4:1 Bandwidth)
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MONOPOLE LOCATION

—=_

S

: MONOPOLE ANTENNA
IMPEDANCE
MEASUREMENT

190 - 800 MHz

Fig. 6: Individual Thin Whip Model Impedance Plot
from 190 to 800 MHz
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1 FRONT/AFT

COMPLEMENTARY PAIR ARRAY poopey PR SR i I
IMPEDANCE MEASUREMENT ' ”":E\x ®
190 to 800 MHz T ,', 0.12) L ‘ . «—d
e LEFT/RIGHT

Fig. 7: Matched Sum-Port Model Imr=zdance
with Unequal Spacing
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Fig. 9: Combined Tnput Impedance of Two Whip Antennas
with Horizontal lmpedance Inverter
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Fig. 10: Sum-Port Input Impedance of Four-Whip Array
System with Phasing in the Fore/Aft Direction
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Fig. 17: Azimuth Pattern of Vehicular Array (210 MHz)
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Elevation Pattern of Vehicular Array (210 MHz)
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PATTERN PREDICTION OF BROADBAND MONOPOLE ANTENNAS
ON FINITE GROUNDPLANES USING THE BOR MOMENT METHOD

DIRK E BAKER AND LOUIS BOTHA

AD-P005 417

COUNCIL FOR SCIENTIFIC AND INDUSTRIAL RESEARCH
P.0O. BOX 395, PRETORIA, SOUTH AFRICA 0001

ABSTRACT

{———\

Tﬁis paper describes the design and measured performance of very
thick cylindrical monopole antennas (length-=to~diameter ratios
about 2). These very thick monopole antennas exploit the
physical dimensions of common coaxial connectors to achieve 3:1
trequency bandwidths with VSWR less than 2:1 in the 2 to 20 GHz
frequency range. The antenna patterns of the very thick monopole
antennas differ significantly from those of ‘their thin
counterparts. The body of revolution moment. method technique is
used to predict the E-plane patterns of the very thick
cylindrical monopoles as well as those of conical monopoles at
the center of finite circular groundplanes. Agreement between
measured and predicted patterns is excellent. K»

1. INTRODUCTION

There 1is continuing interest in finding accurate methods for
predicting the patterns and impedance of monopole antennas on
142 Both the moment method3 and the
geometrical theory of diffraction (GTD)1'“'5 have been used to

finite groundplanes
predict the patterns of thin cylindrical monopoles at the center
of circular groundplanes. Generally the monopoles are about a

guarter wavelength long which considerably simplifies the
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problem. This is especially true for the GTD where the dipole
pattern in the absence of the groundplane (the geometrical optics
field) must be known.

Thin monopoles are generally narrow band antennas resonating at a
length a little shorter than a quarter wavelength. It has been
known for a very long time that the imvnedarnce variation of thick
monopoles is significantly less than that of thin monopolesu'6'7.
Thick cylindrical monopoles have been studied in some detailg'9
but these thick monopoles were usuaily driven by low impedance

coaxial cables (about 10 ohms).

At microwave frequencies, above about 2 GHz, it becomes possible
to make very thick monopoles (length-to-diameter ratio L/D = 2)
by exploiting the dimensions of commonly used coaxial connectors
(N, TNC, PTNC and SMA). Figures 1(a) to 1(e) shovw the
progression to a very thick monopole antenna. The diameter of
the monopole conductor does not extend beyond the dielectric of
the 50 ohm coaxial line. This significantly reduces the excess

4 resulting in monopole antennas with 3:1

base capacitance
frequency bandwidth for a VSWR less than 2:1,. Monopoles with

L/D ~ 2 are much thicker than those treated in 67,

At the high-frequency end, these very thick monopoles are more
than a half wavelangth 1long and their patterns differ
significantly from those of their thin counterparts. The
patterns of the conical monopole antenna of Figure 1(d) can be
quite complex and no simple solution exists although extensive

measured dat,a10 and theoretical results for a 60° conical

"

monopole exist.
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This paper describes the design and VSWR performance of very
thick monopole antennas having 3:1 bandwidth when {ed directly by
a 50 ohm coaxial line. The highly efficient body of revolution
(BOR) moment method formulation of Mautz and Harrington12 is used
to calculate the patterns of very thick c¢ylindrical as well as
conical monopole antennas on finite groundplanes. In most cases
the groundplanes are quite small (one to three wavelengths) at
the low~frequency limit of the antennas. The predicted patterns
are compared to measured patterns to assess the accuracy of the
technique.

2. DESIGN AND PERFORMANCE OF VERY THICK MONOPCLES

2.1 Design

To exploit the reduction in impedance variation as the L/D ratio
of monopoles decreases, several monopoles were constructed.
Figure 2 shows the typical construction of the antennas. The
antennas are all based on standard panel mount 50 ohm coaxial
connectors. The thick monopoles (L/D = 7) are made by cutting
the connector center conductor to the desired length while the
very thick monopoles (L/D = 2) are made by adding a brass bush to
the center conductor. The diameter of the brass bush is made the
same as that of the dielectric insulator of the panel mount
connector. All the monopoles are mounted on finite circular
groundplanes whose diameters were chosen somewhat arbitrarily to
lie in the one to three wavelength range at the low-=frequency end
of the antenna bandwidth.
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Even though the conductor of the very thick monopole does not
extend boyond the connector dielectric, there is some excess base
capacitance which must be compensated for. The compensating gap
g (see Figure 2) was determined experimentally to achieve the
best VSWR performance over a nominal 3:1 bindwidth., It was
observed that the compensating gap increased linearly with the
diameter of the very thick monopole. Figure 3 shows the
compensating gap g as a function of monopole diameter D. This
curve can be wused to estimate the gap for other monopole
diameters but it applies specirically to the case where the
monopole and connector dielectric have the same diameter.

Table 1 shows the dimensions of four very thick monopcle antennas
based on the SMA, TNC, PTNC and N connectors. The symbols are

those used in Figure 2,

TABLE 1 : Dimensions and frequericy limits of very thick monopole

antennas.
- T
ol rgeg” D L Lo a g | W * foin |Fmax
* (mm) | (mm) = [(mm) {(mm)| (mm) |(mm){(GHz;|{(GHz)

1| sMa | 4.0 7.8 {1.95 |1 25 |1.6 [129.0 1.5 1 7.1 |21.8
21 pmne | 5.3 [11.2 [2.11 [1.62 |2.1 | 716.0 [1.5 | 4.6 |14.2
30 ™c | 7.0 {13.8 |1.97 |2.14 2.9 |129.0 |1.5 | 4.1 |11.9

Ul N 10.0 |22.1 |2.21 |3.00 |4.1 |175.0 |3.0 { 2.6 | 7.5

* Type here refers to the standard coaxial connector.
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2.2 Measured reflection coefficient

Figures 4 to 6 show the measured reflection coefficient (VSWR)
for three of the very thick monopole antennas. Also shown is the
reflection coefficient for thick monopole antennas with L/D = 7.
The thick monopole antennas show the usual resonant behaviour of
monopoles while the very thick monopole antennas all exhibit
about 3:1 frequency bandwidths at the VSWR = 2:1 points. The
frequency limits for each antenna are given in Table 1. The
superior bandwidth capability of the very thick monopoles
(L/D = 2) over the thick monopoles (L/D = 7) 1is clearly
demonstrated in Figures 4 to 6. Only two very thick monopole
antennas are required to cover the 2.6 to 21.8 GHz frequency

range.

2.3 Comments on measured patterns

It 1s well known that the antenna patterns of very thick
monopoles do not differ too significantly from those of very thin
monopoles when the lengths are about 0.25 . As the monopole
length increases to 0.625 A the very thick monopole patterns
start to deviate from the thin patterns by showing filled in

nulls and higher secondary lobes6.

Figure 7 shows a set of three measured patterns for antenna
nunber 1 (SMA monopole on 129 mm groundplane) at 10 GHz where
L/x = 0.26. The three antennas have L/D = 1.95 (very thick
monovole), L/D = 6.24 (thick monopole) and L/D = 33.9 (thin
monopole). The patw.erns are identical (the peak value at 60° was
adjusted to be the same between plots) which confirms the
observation about ' = patterns of 0.25 A monopoles. This result

indicates that the assumption of using the thin dipole pattern in
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the GTD is wvalid even for very thick dipoles prcocvided the
monopole height is about A/4., The result in Figure 7 should be
compared to that in Balanis® where the GTD plus ring currents are
used to solve for the patterns of a A/4 monopole on a 4 A
groundplane. Agreement between Figure 7 and Figure 11.38 of

reference 5 is very good.

Antenna number 4 (N-type monopole on 175 mm groundplane) was used
to examine {he effect on patterns when the very thick (L/D = 2.2)
and the thick (L/D = 7.4) monopoles are 0.625 A long. Figure 8
shows that there are significant differences between the patterns
in rthe upper hemisphere between 650° and 90°. In the 1lower
hemisphere the sidelobe structure for the two antennas 1is
identical but there is about 10 dB difference between the power
levels. The peak values at 38° were adjusted to zero dB; the
peak value of the very thick monopole lay only 0.5 dB above that
of the thick monopole. At 90° the levels differ by 6.5 dB. Other
pattern measurements show that differences are evident when the

monopole lengths exceed 0.37 ).

Because the monopole antennas are very 1light, they can be
supported directly on a 0.141 inch semi-“rigid coaxial cable with
a swept radius 90° bend. This eliminates the need for test
fixtures and structures behind the antenna groundplane. The
measured patterns are extremely symmetrical and it is felt that
the backlobes are at the correct levels because there are no
obstructions (except for the short horizontal section of the 90°
bend) behind the antenna. This is a significant improvement over

1

the measurement set-up in' where the back mounting structure

influences the backlobes.
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3. BOR MODELLING PROCEDURE

A body of revolution is a body whose surface is generated by
rotating a plane curve around an axis. This leads to a body with
perfect rotational symmetry. Examples of bodies of revolution
are cylinders, cones and spheres. Mautz and Harrington12
formulated the BOR moment method technique. This 1is a
mathematical procedure which exploits the symmetry of bodies of
revolution by using modal expansions of the current around the
BOR. These modes are chosen to be orthogonal and are thus
uncoupled. Each mode can therefore be solved independently from
other modes. This leads to a few small matrices rather than one
large matrix. Small matrices are easier and faster to solve than
large ones and this gives a significant saving in computer time.
For a completely symmetric aperture as considered here, only one

mode needs to be solved.

To model an antenna using the BOR technique a generating curve
must be defined, Several examples of such generating curves are
shown in Figure 9. There is a limitation of 99 on the maximum
number of points that can be handled by the BOR moment method
program in use. This limits the detail that can be modelled.

Because the moment method calculates the current on the body
under consideration, it is very important to put segments at the
correct places to ensure the correct current flow on the body.
Where large changes in current are expected, more segments must
be wused for accurate modelling. Figure 9(a) shows that more
segmants are used on the monopole than on the groundplane. On
the groundplane more segments are used close to the monopole than

further away.
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Figure 9(b) shows an example of a case where there are too few
segments available to model 11 the details of the antenna., The
lower portion of the groundplane has been modelled with a few
segments which were %runcated near ‘he edge. This will acéount

for the radiation from the finite edge of the groundplane.

Figures 9{c), 9(d) and 9(e) show three models of the conical

monopole of Figure 1(d). These models were used to demonstrate

different effects found in the models. Figure 9(c) shows the

normal model of the capped cone which models only the upper side

of the groundplane and has a maximum segment length of 2 mm. This

gives a segment length of 1/15 A at 10 GHz. Figure 9(d) shows a
model with the same resolution but modelling both sideé of the
groundplane., Figure 10 shows the difference between the
predicted patterns for the conical monopole on its 129 mm ground-
plane using these two models. The bottom side of thé groundplane
has very 1little effect on the computed radiation pattern at
10 GHz., This 1is also true at other frequencies. To prove
convergence of the moment method solutlon, a high resolution
model as shown in Figure 9(e) was used. This model has a segment
length of 1 mm (1/30 A at 10 GHz). Figure 11 shows the
comparison of the radiation patterns for these two models. There
are slight differences between the two models at 10 GHz in the
+120° region. At higher frequencies (18 GHz), the patterns of the
two models start to differ by more than a dB showing that the
normal resolution model is not valid at these frequencies because

there are too few segments.

The antenna feed network is modelled realistically by using the
TEM field of a coaxial cable, This is done by defining a
constant radial field from the center conductor to the outer

conductor of the coaxial line feeding the monopole.
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An attempt was made to compute the input impedance of the
antennas at dirfeﬁent frequencies using the BOR meﬁhod. This was
done by. integrating oyer- the field and currents in the feed
apercure. - The resul£§ obtained look promisiﬁg but moﬁe work 1is

needed on this aspect.
4. MEASURED AND PREDICTED RESULTS
The VSWR of the 70° capped cone of Figure 1(d) on a 129 mm

groundplane (as tor antenna no. 1) was :2.2:1 at 2 GHz and better
than 1.5:1 from 2.5 to above 21 GHz. All the predicted patterns

were computed using the high resolution model of Figure 9(e).

Figure 12 shows the measured and predicted patterns at 2 GHz
where the groundplane is only 0.86 A in diameter. Above the
groundplane the agreement {s excellent, below the groundplane the
measured ‘pattern lies about 2.5 dB below the predicted one.
Because the groundplane is so small, currents will creep onto the
underside of the groundplane and possibly excite the horizontal
csection of supporting cable. It was found that the length of the
horizoﬁtal section of cable did influence the measured patterns
indicating that the antenna is not completely isolatéd from the
measurement environment at 2 GHz., There may also be merit in
using one of the BOR models which includes the lower portion of
the groundplane. Figures 13 and 14 show the patterns at 4 GHz
and 10 GHz. Now the agreement is excellent toth as regards the
mainlobes above the groundplane and the sidelobes below the

groundplane.
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Figure 15 shows the measured pattern for antenna no. 4 at 2.7 GHz
where the groundplane is 1.58 A in diameter. The predictions
were made using the model of Figure 9(b). The agreement is good
except near the horizon where the measured pattern is about
2.5 dB below the predicted one. It is felt that a more detailed
model of the underside of the groundplane and a means to suppress
stray currents on the 0.141 inch semi-rigid cable could improve

this comparison. Figure 16 shows excellent agreement at 7.9 GHz.

Measured and predicted patterns for antenna no, 1 are shown for
10 GHz in Figure 17. Agreement 1is excellent. The patterns for
the thick cylindrical monopole in Figure 17 should be compared to
those of the 70° conical monopole in Figure 14. The backlobe
structure of the two sets of patterns is almost identical (as
expected since the shape of the backlobe structure is determined
almost entirely by the diameter of the groundplane). However,
there are significant differences in the upper hemisphere where
the maximum of the conical monopole occurs at about 25° while
that for the very thick monopole occurs at 60°, This emphasizes
the fact that the basic radiator pattern can strongly inflLence

the pattern structure in the upper hemisphere.
5. CONCLUSIONS

Measured reflection coefficient data has been presented to show
that broadband very thick monopoles can be made quite simply by
exploiting the dimensions of common connector types. Frequency
bandwidths of 3:1 can be achieved with VSWR 1less than 2:1.
Because the broadband monopoles are very thick, their basic
radiation patterns differ significantly from those of their thin
counterparts for L/A greater than about O0.H4. The BOR moment

method is a powerful technique for taking into account directly
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the radiation characteristics of the thick monopoles. In
addition, the more complex conical monopoles can also be
modelled. Agreement between measured and predicted patterns is
excellent, the main differences occurring for groundplane
diameters in the 1 to 1.5 A region. Additional work is required
to refine the BOR model and the measurement technique for these
very small groundplanes.
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——— MONOPOLE —"

(a) (b)

(c)

FIGURE 1 : Various monopole antennas (a) thin (L/D large),

(b) thick (L/D = 7), (¢) very thick (L/D = 2) and 70°
conical monopole with truncated 90° cap.
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FIGURE 2 : Schematic diagram showing design parameters of the

monopole antenna,
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FIGURE 4 : Measured reflection coefficient of antenna no. 4 with
L/D = 2.21 (~——) and monopole with L/D = 7.37 (———).
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FIGURE 5 : Measured reflection coefficient of antenna no. 3 with
L/D = 1.97 ( ) and L/D = 6,45 (),
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! FIGURE 6 : Measured reflection coefficient of antenna no. 1 with
L/D = 1,95 ( ) and L/D = 6.24 (————),
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10 GHz

Superposition of a set of measured patterns at 10 GHz

-
.

FIGURE 7

1095!

33.9 on a 129 mm groundplane

antennas with L/D

monopole

three

t'or
L/D

6.24 and L/D =

1 with various radiators).

(antenna no.
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FIGURE 8 : Measured patterns at 8.48 CHz for antenna no. 4 with

monopole radiators having L/D = 2,2 and L/D = 7.4,
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FIGURE 9 :

Examples of BOR generating curves showing segmentation

for (a) antenna no. 1, (b) antenna no. 4 and the

conical monopcle of Figure 1(d) with (¢) normal model,

(d) double sided groundplane and (e) high resolution

model.
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W/A = 4.30 \/

FIGURE 10 : Difference vietween the predicted patterns for the

normal model ( ) and the double sided model (----)

of the conical monopole of Figzure 1(d) at 10 GHz.




L)

1

)

90 | 3
W/\ =
i

180 i

FIGURE 11 : Difference between the predicted patternus for the

)

normal model (

and the high resclution model

(-=-=) of the conical monopole of Figure 1(d) at

10 GHz.
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W/x = 0.86

180

) and predicted (----) patterns at

FIGURE 12 : Measured (
2 GHz for the 70° conical monopole.
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patterns at

4 GHz for 70° conical monopole on 129 mm groundplane.
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z FIGURE 14 : Measured (——) and predicted (----) patterns at ‘

| 10 GHz for 70° conical monopole on 129 mm ground-

| plane. ‘
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L/X

W/A

) and predicted (----) patterns at

FIGURE 15 : Measured (
2.7 GHz for antenna no. 4 on 175 mm groundplane.
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FIGURE 16 : Measured (

1]

L/A

W/ A

n

) and predicted (~---) patterns at

7.9 GHz for antenna no. 4 on 175 mm groundplane.
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Measured ( ) and predicted (----) patterns at

10 CHz for antenna no. 1 on 129 mm groundplane.
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POLARIZATION MEASUREMENT

AD-P005 418

David L. Hawthorne

J Watkins-Johnson Company

{ ABSTRACT

Potential applications for a precision, monopulse polarimeter exist
in many areas, from ELINT to communications. Many applications
require coverage of a brosd range of frequencies, rapid process-
ing, and the ability to preserit measurement results to both human
operators and other digital systems. In addition, the form in
which measurement results are presented must often be modified
to suit & particular application. The need for a powerful, flexible,

monopulse polarimeter prompted the development of the Watkins-

Johnson Company polarization measurement system. e

!

The polarization state of an electromagnetic wave may be specified
in several ways. The interpretation of polarization information in
any form, however, requires an understanding of vector theory.
In order to visualize polarization relationships the concu.t of the
Poincar& Sphere can be very useful. From the Poincar€ Sphere,

the polarization box may be derived for use in calculating polari-
zation components. A discussion of these concepts lays the

groundwork for evaluation of polarization measurement techniques.
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The Watkins-Johson Company polarization measurement system dis-
cussed will allow monopulse measurements of the polarization of
received signals in the 2 to 18 GHz region. The system utilizes a
spread spectrum multiplexing technique that preserves the ampli-
tude and phase relationships of signals from two orthogonal
antennas. The ability to simultaneously measure the relative amp-
litudes and phase of orthogonal signals without the detrimental
effects of multiple receivers should greatly improve the accuracy
of polarization measurements, while providing the flexibility of
broad frequency coverage. In addition, the processing capability
incorporated in the system will allow the calculation of polarization
parameters as required for presentation to operators or reporting

to other systems,

1.0 INTRODUCTION

The area of microwave signal analysis has evolved to the point
where systems capable of detailed characterizations of signals are
in relatively common use. Signal parameters that are routinely
measured include frequency, amplitude, phase, direction of prop-
agation, and modulation type and rate. For pulsed signals, prop-
erties such as pulse width an~ PRI are frequently determined. In
addition, the time variance of signal parameters is measured as it
contains information about scan patterns, frequency agility, dop-

pler and stagger.
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Careful analysis of these properties using digital techniques has
produced powerful results, but no system can exploit the full
vector nature of E.M. waves while remaining insensitive to polar-
ization. Unfortunately, information regarding the polarization state
of an electromagnetic wave has traditionally been ignored, dis-
carded, or simply unavailable in conventional signal analysis
systems, although the utilitarian nature of such information has

been discussed at great length.

Applications exist in several fields for precision polarizaticn
measurement. The most obvious use for such equipment is in the
design and testing of antennas, yet polarimetry has the potential

to enhance system performance in many ways.

As the demand increases for improved, passive, surveillance
capabilities, systems will expand to provide previously unavailable
measurement data. Since polarization diversity and agility charac-
teristics can be used to distinguish emitters, ELINT collection
systems taking advantage of polarization information could add
another dimension to the array of parameters used for signal
classification. Passive ESM systems could then utilize received
polarization data for purposes of emitter identification, or use
pulse by pulse polarization information as a deinterleaving

parameter.
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Poelman! described a method which allows improvement in target
detection performance of active radars in clutter and interference
environments through adaptive antenna polarizations, when return
polarization information is available. Another polarimetry tech-

2 looks promising for improvements in target identification

nique
using radar processing that examines the depolarization of back-
scattered radiation to obtain geometrical type information relat-

ing to target symmetry and orientation in space.

ECM systems can extend their effective range by adaptiag the
polarization of transmitted jamming signals to match that of the
received signal. To optimize such a technique, detailed informa-

tion about the received polarization is necessary.

Earth-space communication links sr& susceptible to cross-polarized
signal interference resulting from depolarization during propaga-
tion, and from small changes in orientation of satellite antennas

with respect to ground stations. It has been demonstrated that

cancellation of residuals through adaptive antenna poiarization is
desirablea, but is dependent on the availability of polarization

information about the recelved signal.

The use of pclarization processing techniques is considered the
next logical step in the enhancement of many microwave systems.

However, taking the step depends on the availability of equipment
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that is capable of precision polarization measurements. The need
for such equipment prompted the development of Watkins-Johnson

Company's polarization measurement system,

In the following pages, the basic equations for the vector repre-
sentation of eiectromagnetic waves shall be discussed. The con-
cepts of polarization and the Poincaré Sphere shall be presented
in order to understand the technique used to measure received
polarization. The implementation of the measurement technique
used in the Watkins-Johnson Company polarization measurement

system and the limitations on the accuracy of such systems will be

examined.

2.0 COORDINATE SYSTEM AND VECTOR REPRESENTATION
Consider a rectangular, cartesian, coordinate system consisting of
three mutually orthogonal sxes whose variables are denoted x, Yy,
and z. Unit vectors ﬁx. 'ﬁy, and h‘z are oriented as shown in
Figure 1. For purposes of analysis we will assume that we are

dealing with a plane wave traveling in the z direction. Phase

fronts of the wave will be normal to 'éz.

A plane electromagnetic wave traveling in the 2 direction is

composed of electric and magnetic time-varying fields that lie in

4

the xy plane.” The fields are perpendicular to each other, and at

a specific time can be represented by orthogonal vectors as shown

in Figure 2.
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Figure 1. The Rectangular Coordinate System

- -—h
N Ett)

86.A.8100

Figure 2. Electric and Magnetic Fields in a Plane Wave

The E and H components of the plane wave vary with time at the
same frequency and in the same phase, and the magnitudes are
related by a constant. The discussion will therefore deal only

with the electric field.

The superposition principle states that the total electric field
vector of a wave is the sum of all electric field vectors composing
the mwe.5 This means the total field vecter for a wave can be
decomposed into, or constructed from, two orthogonal vector com-

ponents, as shown in Figure 3.
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Figure 3. Decompositicn of Electric Field Vector into

Orthogonal Components

Component vectors ﬁx and 'E.y are related to the total field vector

5 by the equation

- b - - =
E(t) = Ex + Ey = Ex(t)ax + I:‘.y(t)ay (1)

If f:(t) is a function of a single frequency, the :nagnitudes of the

orthogonal components can be expressed as

Ex(t) Ex cos (wt) (2)
and

Ey cos (wt + §) (3)

E
y(t)
where -180 deg <6 <180 deg.

3.0 POLARIZATION
The polarization of a wave is related to the orientation of the

electric field vector with respect to the coordinate system in use.
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If an electric field vector always lies in a given plane parallel to
the direction of propagation, the wave is said to bé linearly

polarized. Since ﬁx and fy fit this description, the orthogonal
components we have defined can be thought of as linearly polar-

ized fields which differ in time phase by the angle §.

In general, any electric field can be resolved into orthogonal
linear components of appropriate magnitudes and phase. Combin-
ing Ex and ﬁy to form the total field ' ector, and plotting the
locus described by the tip of the resultant vector over time, will

generate an ellipse6 (Figure 4).

Y

b

86.A.8102

Figure 4. Polarization Ellipse Generated from the Locus of

Points at the Tip of E over Time

The electric field represented in Figure 4 is said to be elliptically
polarized, due to the way the field changes with time. The locus
is calied ihe polarization ellipse. If the tip of the electric field
vector had traced out a circle, the polarization would be called
circular, or, as mentioned above, if the vector rcmains at a con-

stant angle with respect to the coordinate system, the field is
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consicdered linearly polarized. In actuality, all polarizations
can be considered elliptical, as the circular and linear polariza-
tions are simply degenerate (special) cases of the polarization

ellipse.

Discussions of polarization commonly refer to horizontal, vertical,
slant-linear, and circular polarizations.7 These terms refer to the
fact that the coordinate system has been defined in relation to a
particular (usually earth-bound) frame of reference. However,
polarized waves are rarely of a purely linear or circular polari-
zation, due to depolarization during propagation, as a result of
reflections, or due to imperfections in the radiating antenna. Most
waves are actually elliptically polarized. However, it is instructive
to consider the degenerate cases in order to gain an understand-

ing of the relationships between the orthogonal components for

different polarizations. The relative amplitudes and phases of E x
and -ﬁy for these cases are given in Table 1, which assumes that |
the coordinate system has been aligned such that the x axis is

parallel to the horizon.

If the components are in phase but have unequal amplitudes the
total field is linearly polarized in a direction that makes an angle

with the x axis that is given by the equation

angle = arctan (lﬁy‘ / lﬁxl) 4)
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Table 1. Amplitude and Phase Relationships between Orthogonal

Linear Components of Degenerate Polarizations

Polarization Amplitudes Phase ( §)
Horizontal ﬁy' =0 N/A
Vertical |i§x| =0 N/A
+45 Deg Slant |§x| = |§y| 0 degrees
-45 Deg Slant Iﬁxl = lﬁyl 180 degrees
Arbitrary Linear

Polarization Don't Care 0 or 180 degrees
Right Hand Circular |§x| = lﬁyl -90 degrees
Left Hand Circular |ﬁx| = lfyl +90 degrees

If 6 equals $90°, the ellipse is oriented with its major and minor
axes aligned with the x and y coordinate axes. Under these
conditions, if Ex > Ey' the major axis is ZEx and the minor axis
is 2E vy’ If E x = E y the ellipse degenerates into a circle. If phase
is negative (positive) the sense of rotation is clockwise (counter-
clockwise) in the z = 0 plane, looking in the direction of propa-
gation, and is called right-handed (left-handed).®

4.0 AXIAL RATIO, TILT ANGLE, ELLIPTICITY ANGLE
The ratio of the major axis to the minor axis is called the axial

ratio (r), which is a frequently used parameter for characterizing
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polarization, The second parameter used in conjunction with the
axial ratio to characterize a polarization is the sense of rotation,
The final parameter needed to fully define the polarization of a
plane wave is the orientation of the major axis with respect to
the cocrdinate system. This parameter is called the

tilt angle ().

Figure 5 shows the major and minor axes of an elliptically polar-
ized field. The tilt angle is also indicated. For consistency, the

value of the tilt angle is limited to the range

-90 < r<+90 (6)

<

>"'f’ )7
et x
4
7
7’
rd

MINOR AXIS
MAJOR AXIS

86.A.8103

Figure 5. Relationship between Mejor and Minor Axes, Tilt Angle,
and Ellipticity Angle

Figure 5 defines an alternate parameter to the axial ratio. The

ellipticity angle ( ¢ ) is simply
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¢ = arctan (1/r) (7
5.0 ORTHOGONAL POLARIZATIONS

Two polarizaiions are saié to be orthogonal if, and only if, their
axial ratios are equal and their tilt angles differ by 90 degrees:.9
Any polarization can be thought of as the superposition of two
arbitrary, elliptical poiarizations. Equations have been derived to
describe polarized fields in terms of the following orthogonal
pairs:

Left-hand/Right-hand Circular

Horizontal/ Vertical

Left/Right Slant Linear (%45 slant)

General Case of Orthogonal Elliptical Polarizations
The following discussion will focus on the horizontal and vertical

puair.

6.0 POWER DENSITY AND EFFECTIVE VALUES
If two fields are orthogonal, the sum of the powers contained in

10

the two fields is equal to the total power in the field. Given

orthogonal linear polarizations in the x and y directions, the

total power density in the wave can be expressed as
Sw = sx + Sy (8)

where
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2
E
I ¢
Sx = -¢— R (9
2
E
= X
Sy ? N (10)
and
E,
w '
E E_, and E. are the effective values of the fields. For linear

x* Ty w
polarizations the effective value of the field is 0.707 times the

peak value. For circular polarizations the effective and peak field

values are equal.

7.0 POINCARE SPHERE

Poincaré used the relationship in equation (8) to construct the
unit sphere shown in Figure 6. The Poincaré Sphex'e11 is a very
useful graphical aid in visualizing polarization relationships.
Poincaré showed that the polarization of a wave can be repre-
sentea by a unique point on the surface of the sphere. The
Poincaré sphere can be used to express the results of a polar-
ization measurement, rather than specifying the shape and

orientation of the polarization ellipse.

Orthogonal polarizations are located at opposite poles of the

sphere. The sphere in Figure 6 is oriented such that the circular
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Figure 6. The Poincaré Sphere

polarizations are located at the North and South poles. The family
of linear polarizations are located on the equator. The mutually
orthogonal axes of the sphere represent the (L,R), (H,V), and

(* slant) polarizations,

Defining a point on the surface of the sphere can be done in
relation to any of three spherical coordinate systems, although
one will be more appropriate for a specific measurement technique
than others. The polar angle with respect to each axis is
determinrd by the corresponding polarization ratio. The polariza-

12

‘ion ratios™ " are defined as

E
P = tan ¥ = EB' (circular polarization ratio), (12)

(linear polarization ratio), and (13)
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Pp = tan 8= :i (diagor.al polarization ratio) (14)
where ER and EL are the effective values of the right-hand and
left-hand circular components of the electric field, Ey and B, are
the effective values of the vertical and horizontal components,
and E_ and E_ are the effective values of the -45 and +45
slant-linear components, respectively. The polarization ratio is an
indication of the relative contributions of two orthogonal

components of a polarized wave.

The longituce of a point on the sphere about a particular axis is
the phase angle by which the component in tne numerator of the
polarization ratio leads the component in the denominator. The
polarization ratio together with the corresponding phase angle

uniquely specifies a polarization.

8.0 THE POLARIZATION BOX
The mutual consistency of the three spherical coordinate systems

is confirmed by the polarization box.13

which is shown in Figure
7. The polarization box is inscribed inside the Poincaré Sphere.
It is a graphical aid to understanding the relationships between

the three bagic sets of polarization components.

The point W on the surface of the Poincaré Sphere is located at

the corner of the polarization box opposite the corner located at
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Figure 7. The Polarization Box

the origin. The {hree axis form the three edges of the box that

intersect at the origin. Specifying the dimensions of the polar-

ization box is equivalent to specifying the polarization.

9.0 POLARIZATION MEASUREMENT TECHNIQUES

The polarization box may be described in several ways. The

method of deacription usually depends on fhe actual technique

used to measure the polarization. The first manner in which the

box can be defined is by specifying its three dimensions (i.e.,

length, width, and height). These dimensions are found directly

by measuring the normalized, effective values of the six degen-

erately polarized components. In other words, the lengths oi the

three sides are gi-en by
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2 .2

E2 - B, and (16)
v . H'

E? - g? an

To measure the contributions of al! six cardinal polarizations
would require an antenna array with all six receive polarizations

available,

Another way to define the polarization box involves specifying the
three longitudinal angles about the axes, which are found directly
be measuring the phase angles between the same three orthogonal
pairs used above. This technique requires the use of the same

antenna srray with multiple receive polarizations.

Finelly, the threc polar angles found from the polarization ratios
(equations 12, 135, 14) can be specified to define the polarization
box, but the direct measurement of the polarization ratios also
requires the redundant antenna array described above. Fortu-
nately, it is possible to synthesize the responses of all six
cardinal polarizations using only two orthogonal antenn is by pass-
ing the received signals through the appropriate phase shifting
networks. Alternatively, it is possible to calculate the responses

of an orthogonal pair of feeds from the amplitude and phase
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information extracted from a different orthogonal pair. The in-
herent relationship between the basic sets of polarization com-

ponents is represented by the polarization box itself.

To find the lengths of the remaining sides of the polarization box
given only the length of one side (which can be measured directly
using only two orthogonal antennas) and the longitudinal angle
about that side at which the point W exists (which is equal to the
phase angle between the responses of the two orthogonal antennas
used to measure the length of the side) requires simple geometry.
In fact, any of the parameters of the polarization box can be
calculated from this information. This allows simplification of the
antenna array for purposes of polarization analysis, but increases
the requirements of the data processing portion of the

polarization measurement system.

The relationship of the polarization box to the tilt angle, sense of
rotetion, and axia! ratio is straightforward. The tilt angle14 (r)
is proportional to the phase (5’) between the left and right

circular components of the field, as given by the equation
_ &
T=3 (18)
This phase angle can be measured directly or can be calculated

using the geometry of the polarization box. The sense of rotatior.

can be found from the circular polarization ratio, which was
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defined in equation 12. If the circular polarization ratio is greater
than urity, the sense of rotation is clockwise looking in the
direction of propagation (right-hand sense). If p is less than
one, the sense is left-hand. If e orthogonal elements used in
the antenna array are not circular, the circular polarization ratio

can be calculated from the relationships described above.

The axial ratio is also related to the circular polarization ratio by

the equation

(19)

10.0 ACCURACY OF POLARIZATION MEASUREMENTS

Jensen15 derived a general expression for estimating the errors in
polarization measurements on the basis of the relative power of an
error signal. If the complex vector E denotes the elestric field of
8 received wave, and AE the limit of error involved with the
measurement of f. then E + AE represents the actual measure-

n.ent result.

If the polarization E is represented by a point D on the surface
of the Poincaré Sphere, and the polarization of E + AE by the
point T, then the angular distance between D and T reflects the
measurement error. Assuming that the power of the error signal
AE reletive to the power of E is known to be less than unity and

given by
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lAE) 2

IE12

= (20)
it can be shown that the upper bound value of V, the angular

error, is given by

vmax = 2 arcsin ([B) (21)

If D represents the polarization of the wave, then the measured
polarization will be represented by a point T on the sphere lo-
cated within the circular area (), which is characterized by a

maximum angular deviation from D equeal to v , as shown in

max

Figure 8.

86.A.8111

Figure 8. Uncertainty of Polarization Measurements

The size of the circular area ) on the surface of the Poincaré
Sphere can be specvified for a particular measurement if the re-
ceived power level, and the errors in measured parameters, are

known. The angular error in a polarization measurement can then
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be translated into uncertainties in the reported tilt angle,
ellipticity and sense using the geomeiric relationships of the

polarization box.

11.0 POLARIZATION MEASUREMENT SYSTEM

The polarization measurement system discussed in the following

pages is based on Watkins-Johnson Company's extensive experi-

ence in the design, production, and support of microwave receiv-
ing and analysis systems. It provides a powerful, reliable and

accurate system in a compact, cost-effective package.

The block diagram of the system is presented in Figure 9. The
antenna is a broadband, duai-polarized horn housed in a protec-
tive radome. Two orthogonal ports (horizontal and vertical

polarizations) collect signals in the 2 to 18 GHz frequency range.

The signals pass through matched RF Distribution paths to a
spread-spectrum multiplexer, which is essential to the accuracy of
the system. The multiplexing technique incorporated in this
system allows signals from both ports to be received and analyzed
simultaneously, on a pulse-by-pulse basis without introducing the
detrimental effects of separate tuner channels. By encoding the
received signals at the antenna output and downconverting
through a single tuner, the amplitude and phase relationships of
the signals are preserved, allowing a more accurate measurement

of polarization than is possible with conventional systems.
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Figure 9. Signal Polarization Measurement System Block Diagram

The RF Distribution components, multiplexer, and wideband

superheterodyne tuner are contained in an environmentally pro-
tected enclosure. The proximity of the multiplexer and tuner to
the antenna permits the simplification of the RF Distribution by

eliminating the neecd for preamplifiers and their inherent tracking

problems.

S I

The TN-122 wideband tuner downconverts the multiplexed signal
to a 1 GHz IF. The signal travels through a single IF cable to
the demultiplexer, thus avoiding the problems of matching a pair
of long IF cables and maintaining the match over time. At the
demultiplexer the individual channels are recovered for processing
by the Polarization Analysis Unit, which is interfaced to the host

system computer.
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The spread spectrum multiplexing technique was adapted from the
~ WJ-1988 Monopulse DF System.’® The frequency multiplexing of
two channels into one tuner is accomplished by applying a .dif-
ferent BPSK modulation code io each of the channels prior to
combining. The mixers in the multiiplexer unit are driven with a
maximally linear sequence similar to that shoﬁn in Figure 10. The
sequence simulutes pseudo-random noise but is repetitive in
nature and can be reconstructed at the demultiplexer to recover

the information in the individual channels.

iy paan pipgNyl

i | - - L y)
Y g . .

5 STATES OF 4 STAGE CODE WORD, 15 STATES 4 STATES OF

PREVIOUS IDENTICAL FOLLOWING IDENTICAL
CODE WORD CODE WORD

86.A.5318

Figure 10. Maximally Linear Sequence

The 31 bit sequence used in this system is generated by a set of
shift registers with the appropriate feedback. The circuitry used
to generate the code consists of high speed ECL logic. The code

rate is 240 MHz,

The autocorrelation property of maximally linear sequences results
in noise and spurious signals unless the applied code in the de-

multiplexer is in time synchronization with the delayed signal.
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The resultant channel to channel isolation is proportional to the

length of the code, as given by the equation
Isolation = 20 log (code length) ' (22)
For a 31 bit code word, the isolation is approximately 30 dB.

The spectrums of the encoded signals are shown in Figure 11,
The input signals are displayed in the top photo. After passing
through the multiplexer, the bandwidths of the individual chan-
nels are many times those of the original signals. The spectral
distribution has a sin(x)/x distribution, with a main lobe width of
twice the code rate, or 480 MHz. The spectral line spacing is
equal to the code rate divided by the code length. It is interest-
ing to note that the balanced nature of the code sequence results

in the suppression of the carrier frequency.

At the multiplexer, the two modulators are driven with time-
shifted versions of the same code sequence. As long as the time
shift is greater than 1 bit, the two channels are orthogonal and
can be combined without unwanted interferometry effects. The

combined signals are shown in the center photo of Figure 11.

The 500 MHz bandwidth of the TN-122 tuner is required to sup-
port the combined signals. The requirement for a full code word

to be applied to a pulse for full isolation sets a limit on the
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effective bandwidth of the system. The minimum pulse width that

the system can process is therefore 135 ns.

The composite signal is downconverted and routed to the demulti- .
plexer. The signal is split and routed to two demodulators. At
this point the identical code sequence must be applied to the
divided signals in the same time relationship &s in the multiplexor
to recover the individual channels, as shown in the lower photo-

graphs in Figure 11.

The outputs of the demultiplexer are two IF signals with the same
amplitude and phase relationships as the original received signals.
The preservation of these relationships is critical to the polar-

ization measurement process, as was shown above. The observed

performance of the multiplexing/demultiplexing chain is quite

good. The gain tracking is on the order of 2 dB, and the phase
tracking is 3 degrees RMS. ‘

The Polarization Analysis Unit (Figure 12) converts the IF signals ;
to log video for amplitude measurements and processes the iF to

recover the phase information. The CPU accepts control informa-

tion from the main system as well as information regarding the

emplitude and PRI of the signal of interest. The main system

directs the TN-122 to the signal frequency and directs the pol-

arization measurement antennas to the correct azimuth, The TPU

then adapts its processing threshold accordingly and finds the

-572-

Z\ e B

FLIEY P8 FUID Ml b A I Sl 1k LI T St P PRI L i\ Pob vzl



—_— - - - - - - - 7 3

nas 4
(ot s
won Ity N
ARALOS
[
A
o\ "“_l witor " . thntia ﬂ
- uwrfos| 4
AALLL T S O% (¥ 3
w v
vhcten
l L] n
waytea L
cntnay |
ol LSy /" ey
CAMRATOR - a
—

L) )

AR W
L————”““‘ a4
(]
prms— [T 01 i ] %
H J-D_L' compahaion u n

- /e

Leid
,r{>>ﬂu conrisiron ‘
#5.8.7740

Figure 12. Polarization Analysis Unit

pulse train of interest using the PRI information from the main

system.

After locking onto the correct pulse train, the Polarization
Analysis Unit begins measuring relative amplitude and phase of
each incoming pulse. The measured data is analyzed by the
numerical data processor. The polarization data is returned to the
main system and presented to the operator via the front parel

display.

The Polarization Analysis Unit is capable of returning polarization

information in several ways. The tilt angle, axial ratio, and sense

-573~

P W : AT A AT AL N e N




can be returned, or the contributions of the (H,V), (RHC,
LHC), (+45, -43) components can be calculated. The degree of
polarization can also he calculated for the primary polarization

component.

Calculations of the polarization parameters are based on the
relationships presented in the preceding paragraphs. Having
measured the amplitudes of the horizontal and vertical components
and the phase between the two fields allows the calculation of the
dimensions of the polarization box. The dimensions of the polari-

zation box in terms of the measured parameters are shown in Fig-

ure 13.
L
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Figure 13. Tue Polarization Box in Terms of Measured Amplitudes and

Phase of Hor‘zontal and Vertical Components
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The tilt angle is related to the polarization box by the equation

87
T =¥ (23)

Unfortunately, the phase angle &° is not directly measured by

this system. However, the angle 5§/ can be calculated from the

equation
2E,.E,,cos §
5’= arctan [—~BH:-V
E2 - g?

The axial ratio was defined in equation 19 in relation to the

circular polarization ratio. Although p is not measured in this

17

system, it is easily calculated” ' using the equation

1- X;sin 5\
P=\rvxamns (28)
where
ZPL
X = —3 (26
L 1 +PL )

The sense of rotation depends on whether p is greater than or

less than unity, as discussed above.
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Oice the dimensions of the polarization box have beern found, it
is poreible to identify which of the degenerate polarizations (H,
V, RHC, LHC, +43, or -43) the received signal most closely re-
sembles. This information can also be presented as output data.
The degree tn which this component dominates can be calculated.

18 is

The degree of circular polarisation defined by the equation

2
CP = gi - B} = 2E,E, sin § 2n

where CP = +1 for a purely LHC polarized wave and -1 for a
purely RHC polarization. The degree of linear polarization can be

defined in a similar manner by the equation

= pl _ Rl
LP = ?H Ey (28)
where LP = +1 for a purely horizontal polarization and -1 for a
purely vertical polarization. Finally, the degree of slant polariza-
tion is given by the equation

2 _ .2
SP = E, - E_ = 2E E_ cos (29)

where +1 indicates a purely +45 slant linear polarization and -1
indicates a purely -45 slant linear polarization. The astute

observer will realize that these quantities are merely the lengths
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of the appropriate sides of the polarization box. The curves for
the degree of polarisation can be plotted as shown in Figure 14.
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Figure 14. Degrees of Polarization versus Polarization Ratio
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12,0 SUMMARY

Precision polarization measurements would be impossible without

the excellent amplitude ard phase tracking characteristics of the
orthogonal antennas employed in this system. Combining this per-
formance with careful matching of signal paths to the multiplexor

ensures the accuracy of each measurement.

The availability of precision polarization measurement equipment

will allow systems designers to exploit all signal parameters in the
pursuit of system optimization. However, it is also imperative that
systems designers become aware of the potential that polarimetry
holds for system enhancement. Research into applications for pol-
arization measurement ejuipment must continue if strides are to

be nade in improving the capabilities of microwave systems.
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| REVIEW OF
0 SPHERICAL NEAR-FIELD
< MEASUREMENTS
Doren W. Hess
Scientific-Atlanta, Inc.
N e
[ Abstract

4

Over the past decade sphericai near-field measurements have made the transition
from research to application. Based upon spherical modal expansion and a port-to-port
transmission equation, the spherical near-field technique utilizes sophisticated
mathematical processing to solve the practical problem of obtaining antenna pattern
measurements in a confined space. Conventional hardware -- consisting of rotary test
positioners, signal sources and receivers augmented by digital control electronics and
miniccmputers — now makes spherical near-field measurements practical by automation.

Recent developments in spherical near-field software architecture have expanded
the basic scanning feature to include dual-ported scanning, probe pattern and probe
polarization correction, three antenna polarization measurements, gain co.nparison
measurements and correction for thermal drift of the system.w/u

=L

In this presentation I review the theoretical basis for the method and describe these
more advanced features.

The text of this article originally appeared in the March 1985 issue of Microwave

Systems News entitled "Spherical Near-Field Antenna Measuremants Improve Through
Expanded Software Features" by myself and co-authors J. R. Jones, C. Green, B. Melson
and J. Proctor.
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INTRODUCTION

Over the past two years a development program at Sclentific-Atlanta has
supported work on an expanded software package for performing spherical near-
field measurements with the mini-computer based Model 2022A Automatic Antenna

Analyzer. 1In this article we review the features of this expanded software.

The original spherical near-field software package for the Model 2022
Antenna Analyzer was designed to support non-probe-corrected single channel
near-field measurements. With the introduction of the Model 1780 three
channel receiver and it's inclusion in the Model 2022A Antenna Analyzer, the
spherical near-field package was expanded to provide for dual ported near-
field probes. Now, as a result of the latest software improvements, the

following features are included.

Gain Comparison Measurement

Three-Antenna Polarization Measurenent
Probe-Polarization-Corrected Measurements
Probe-Pattern~Corrected Measurements

Dual Port Probe Correction by Channel Balancing
Thermal Drift Corrected Measurements
Polarization Based Output Presentation

Details of these features are described individually later.

An easy way to understand spherical near~field measurements are is to
first think in terms of conventional far-field measurements. On a far-field
range a source antenna illuminates an antenna under test with a spherical wave
whose phase front is nearly planar snd whose amplitude distribution is nearly

constant across the aperture.

On 3 far-field range the test antenna is placed on a two-axis positioner
and the source antenna 1is placed on a single polarization axis. The two-
dimensional far-field pattern is recorded as the test antenna is turned in
step—-scan fashion through its two axes. The angular readout values correspond
to the ¢ and 6 axes of the standarl spherical coordinate systew. As the two-

axis rotary motion occurs the range source antenna scans over an imaginary




spherical surface fixed to the test antenna. (The radius of the imaginary
surface corresponds to the length of the range). Far-field testing is

properly thought of as spherical far-field scanning.

Spherical near-field testing 1is simply the far-field configuration with
the range length collapsed to a small distance, usually about one test antenna
diameter. With the range length reduced, measurements can be made indoors in
an anechoic chamber where laboratory conditions exist. This gives near-field
testing a great practical advantage over far-field testing. The far-field
pattern is obtained by a mathematical computation, the near—field to far-field

transform.

Spherical near-field testing differs from far-field testing in sever.l
important aspects. First, phase measurements must be made; amplitude alone is
not adequate. Second, solid-angle scans must be made; principal planes alone
measured in the near-field are not adequate to yield the correct principal
planes in the far-field. Third, significant signal processing calculat.cns
are required to obtain the far-field. These features require the
sophistication of automatic data acquisition and data management available in
the Scientific-Atlanta 2022A Antenna Analyzer.

THE MATHEMATICAL BASIS OF SPHERICAL NEAR-FIELD SCANNKING

The mathematical basis of spherical near-field scanning is the reduced

transmission equation, usually written in the following notation:

. - ' (n)
W(kro, Qoeoxo) sEn Rcuv Couv,sun(kro) Dum (¢oeoxo) Tsmn
GUuv

vwhere:

o - L
W(kro,oo,eo’xo) bolao

is the relative received phasor at the port of the probe antenna; a, 1is the

input phasor at the port of the antenna under test and bé ie the output

phasor from the probe.
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The output of the probe depends parametrically on the frequency and the range

length:
k = 2n/X

r, = range length
The output of the probe depends on the position of the probe on the scanning
sphere and the orientation of the probe in polarization; these physical

quantities are:
*." azimuthal angle for probe position
eo- polar angle for probe position
X" polarization angle for probe orientation

(These are in fact the Euler angles that relate the [.obe ata test antenna

coordinate systems' rotational orientation).

The two angles ¢° and eo are the turning angles at the test antenna on the
two-axis positioner. To within an offset they are the values vead on the
synchro or encoder display of the test positioner. Xo is the polarization
angle of the range—source-probe antenna; to within an offset it too 1is the
value of the synchro readout. The right hand side of the transmission
equation contains scattering matrix elements for both the piobe antenna and

the test antenna.

Tsmn a transmitting characteristics of the test antenna's general

scattering matrix
R' = receiving characteristic of the probe antenna's general

ouv
scattering matrix
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These quantities can also be thought of as modal expansion coefficients. They
characterize the transfer of excitation to or from the port of their

respective antenna tu or from free space spherical modes labelled as follows:

$,0 s TE or TM label
m,y = agzimuthal label
' n,v = principal label

The indices n and m occur in the associated Legendre polynomials which appear
in the spherical coordinate solutions to the Maxwell equations. The TE, TM
index is required to distinguish different vector solutions.

The right hand side of the transmission equation also contains geometrical
functions which relate the modal coefficients or scattering matrix elements in

different coordinate systems.

Dg:) (¢o,6°,x°) = Rotational Transformation Matrix

C (kr ) = Translational Transformation Matrix
ouv,syn o

These functions are calcuylable and are evaluated in the process of the

spherical near-field to far-field transform.

’
If one knows bcth R ouv for the probe antenna and Tsmn for the test

antenna then the response of the probe bé to an input a, at the test

antenna can be computed using the transmission equation. Unfortunately this
can be done for an unknown test antenna only after its characteristic has been
determined. To get the transmitting characteristic for an unknown antenna,

one measures bo' as a function of sampled values of ¢°, eo, Xo and by

inverting the transmission equation gets the Tsmn « (It 1is assumed that

R'ouv for the probe are already known from a preliminary measurement step

and that C and D are known from calculation.) Having obtained Tsmn s bé may

be finally calculated for a far-field value of r with a dipole probe.
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Thus the necessary ingredients of the spherical near-field measurement
process are the capability of measuring and storing the probe output voltage
bo' as a function of scanning position ¢°,e°,xo and of reducing the data
thus obtained to yleld the equivalent far-field. The probe's far-field
pattern can be measured in a preliminary step on the same range on which the
test antenna near-field data is measured. 1Its modal coefficlients or receiving
scattering matrix elements are obtained from its measured pattern and must be

stored until utilized in a test antenna computation.

The features of automatically acquiring spherical coordinate scanning
data, of storing data, of performing digital calculations with the data and of
presenting the results in usable hardcopy formats are fundamental to the
Scientific-Atlanta 2020 Antenna Analyzer design. The implementation of a
software system for spherical near-field scanning was straightforward given

the pre-existing architecture of the far-field measurement software.

The main addition to the software architecture for the expanded spherical
near~field system has been the files for storing spherical scattering matrix
transoitting and receiving coefficients. Files have also been added to stcre
data from dual-ported probes' channel balancing procedures, from drift

correction procedures, and from gain transfer measurement procedures.
SPHERICAL NEAR-FIELD FEATURES OF THE ANTENMA ANALYZER

Spherical Near-Field Gain Comparison Measurements

Gain measurements in conjunction with near-field scanning can be carried
o y either of two methods - the gain standard substitution method or the
range insertion loss method. The gain measurement technique implemented in
the 35 ‘entific-Atlanta Antenna Analyzer is the gain standard substitution
method.

The advantages of the gain standard substitution method are that the gain
of the probe antenna does not have to be known and that the range does not

have tg be "short circuited” by use of a long cable to determine its insertion

logsa. Furthermore, the gain standard method makes use of existing standard




gain antennas whose gains are known to within 0.25 to 0.50 dB. 1Ia the range
ingertion loss method, the insertion loss of the near-field range (typically
20 to 40 dB) wust be measured to within the accuracy tolerated by the error
budget (usually 0.25dB). This restriction requires additional calibration of
a detection or receiving system. The gain standard substitution method,
although it usually requires the scanning operation to be carried on the gain
standard as well as the test anteuna, 1is readily implemented and bears a

strong resemblance to the technique used on far-field ranges.

Recall that for the far-field case, the operating equation for gain
measurement by comparison to a gain standard is:
P AUT

T
Caur ™ SsTp » STD
r

where GAUI and Ggqyp are the gains of the unknown test antenna and to gain

AUT and PrSTD

received under polarization matched conditions when the two antennas are

standard, respectively. Here P are the power levels
illuminated by plane waves of equal power density. (Gain, although it is
defined upon the assumption that an antenna is transmitting, 1is usually
measured with the antenna receiving.) To understand how gain comparison
measurements are done with spherical near-field scanning, one can simply take

the pure far-field case and rewrite 1it.

The operating equation for spherical near-field gain comparison
measurement, written in terms of power quantities is in simplified form:

P AUT-FF P AUT-NF P P STD—-NF
G -G T r INT r
AUT STD PrAUT-NF P P STD-NF P

INT r T
The right hand side consists of the gain of the standard and four, rather than

STD-FF

one, gain comparison factors. The second and third of the four factors can be
combined into one factor if desired, which is the comparison between the power
received under identical near-field illumination by the test antenna and the
gain standard; at times it is convenient to use an intermediate reference
level to assist in the comparison measurement when one pusses between the test

antenna and gain standard level comparison. Hence the reason for two terms.
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The first and fourth comparison terms relate the power levels received
under near-field illumination to those received under far-field illumination;
they are the near-field to far-field comparison terms. The equation used for
the most general case of polarization correction and {mpedance wmismatch
correction is written in terms of field quantities rather than power
quantities. In concept, it is identical to this.

In spherical near-field scanning, one augments the scanning operation by
making a comparison of the response of the test antenna under fllumianation by
the range-source-probe antenna to an intermediate power level which may be the
APC signal level on the receiver. In the 2022A Anteuna Analyzer this
comparison is stored in a computer disc file. Previously this intermediate
level has been calibrated by comparing the response of a gain standard antenna
under identical illumination conditions, which result has also been stored in
a file.

Scanning operations are carried out on both the gain standard antenna and
the antenna under test. The initial points of the scanning operations are
identical to the point on the patterns of tha test antenna and gain standard
where the comparison measurements were made. When identical transforms are
computed to both antennas the points of interest in the far-field radiation
intensity functions can be compared in level to the initial near-field
points. These coumparisons yield the near-field to far-field gain comparison
terms in the equation. Thus a near-field gain measurement consists of a near-
field scan plus a transfer measurement for both the test antenna and the gain

standard.

In the 2022A Antenna Analyzer the gain of an unknown antenna is computed
by a program that goes back to the data files where the requisite measurement
data are stored. The value of the gain of the gain staadard, the near-field
comparison data, the near-field scanning data and the far-field radiacion
intensities for both antennas are all available once the procedures are
carried out. The gain analysis program brings the data together for

calculation in an equation that closely resembles the one above.
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Polarization Measurements

Because electric field (and magnetic field) 1is a vector quantity, no
antenna wmeasurement is complete without a determination of the polarization
characteristic of the field. Many antenna measurements which do not properly
account for polarirition suffer a lack of accuracy. Polarization is an

impo.stant antenna parameter.

The usual method of polarization measurement is the polarization pattern
method. Two antennas in their mutual far-field regions couple via the two
orthogonal polarization components of a plane wave propagating along their
line of sight. A polarization pattern is made by rocating a lirearly
polarized sampling antenna about the line of sight in the field of an unknown
antenna. The peaks and nullas of the familiar pattern determine the axia'
ratio and tilt asngle of the field of the unknown. However, no sampling
antenna is perfectly linear and the peaks and nulls of a polarization pattern
are in truth only aspparent ones; they are not the true values because of the
finite axial ratio of the sampling antenna. To get at the true values from
the measured data, one needs the polarization of the samoling antenna from a
previous measured result. This process of correcting measured polarization
data using the poiarization of one antenna to obtain the true polarization of

the other is called a two-antenna polarization transfer measurement.

In many cases whare accurate polarization measurements are desired, the
polarization of the sampling antenna needs to be measured as well. In this
case, without a sampling anteand of known polarization, a three-antenna

polarization measurement must be made.

The three anteana polarization measurement entails taking three unknown
antennas and making three polarization patterns pair wise among the set. The
three polarization patterns may then be analyzed for the true polarization
characteristic of each of the three members of the set. (The method assumes
that none of the three antennas is circularly polarized.) The three-antenna

polarization measurement is a far-field messurement and is usually carried out

on smaller antennas (such as near-field probe antennas). It is applied ome




frequency at a time, although automatic systems wmake multiple frequency

acquisition stiaightforward.

Once the polarization of a probe antenna ic determined it may be utilized
to perform a polarization-corrected pattern measurement, in which the

polarization of the Qanpling antenna is taken into account and corrected for.

The expanded spherical near-field software package in the 2022A supports
both two and three antenna polarization measurements. An acquisition routine
for acquiring polarization patterns and a data reduction routine are included
ar features of the 2022A; these features are necessary [for accurate cross-
polarization measurements with spherical near-field scanning. These softvare
routines permit users to calibrate probe antennas for later use in near-field

scanning.

Probe-Pattern-Corrected Pattern Measurements

A probe that is used to measure the near-field of an antenna possesses a
response which weights the field of the probe over its volume to produce a net
signal. The manner in which the frest antenna near field is weighted can be
vemoved from affecting the meas:'red result by a prccess known as probe
correction. Probe correction presumes that one knows the probe antenna
characteristic in advance of the test antenna measurement and that this
characteristic can be utilized to determine the far-field of the test antenna.

Probe correction in general can be broken into three categories which
describe the degree of correction == 1in the order of increasing

sophigtication:

Oth order - No Probe Correction
lst order - Prnbe Polarization Correction
2nd order - Probe Pattern Correction
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In the case of no probe correction, the probe is assumed to be an idaal

elemental dipole which responds to the field at a point. Here no preliminary j
knowledge of the probe pattern is assumed. For probes which are highly '
lirear, this is often a very acceptable approach.

In the case of probe polarization correction, the probe's polarization
characteristic is assumed known and is wmodelled as a crossed dipole, as
described earlier. The probe's polarization characteristic may have been
determined either by a two-antenna or a three-antenna polarization
measureaent.

In the case of probe pattern correction, the complete pattern of the
probe is assumed to be known by a preliminary pattern measurement. Usually
the pattern will have been obtained in a polarization corrected measurement
with a secondary probe whose polarization has been deterained onmne step
earlier.

In general, whether the probe correction is polarization correction only

or a pattern corvection, the probe pattern is represented by an expansion of
spherical modes. The expansion of the probe pattern in modal coefficients is

the key element by which pattern correction operates. For polarization

correction only, the expansion is truncated abruptly, keeping only the dipole
modes. For general pattern correction orly enough modes are utilized to give
the accuracy desired; too sany modes appear to give difficulties. The modal

coefficients are determined by applying the near-field to far-field transform
in a speclalized way, reducing the measured patterns to obtain them. Modal
coefficients for the crossed dipole wmodel are obtained by reducing
polarization pattern data.

Probe pattern correction (over and above polarization correction) has
been useful only for small probes that require only a few modes to represent
their fields. It is i{mportaat only vwhen the probe is very close to the test

antenna (within a few wave leng*hs).

In the 2022A Analyzer, probe patterns are acquired with the same data
acquisition routine that is used to acquire test antenna data. A probe
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pattern can be used to correct test antenna measurements once the pattern is
reduced to receiving coefficients. This is done by the same spherical near-
field subroutine that yields far-field transformed data.

Probe=Pularization-Corrected Pattern Measurements

Once the polarization of a probe antenna is kaown that information may be
utilized to correct any pattern neasurements made with that probe. This
technique is tearmed probe polarization correction. It is extremely important
in wmeasurement of cross-polarized patterns in order to achieve accurate
results. Probe polarization correction in spherical near-field scanning has
application in the measurement of probe patterns and in the measurement of
unknown tesat antennas.

It 1is well known that the response of an idealized elemental dipole
antenna ia directly proportional to the linear component of electric field at
the location of the dipole. Furthermore, one knows that an elemental elzctric
dipole produces a perfectly linearly polarized plane wave in its far-field at
the pezk of its pattern.

Analogously, the response of a coupled pair of crossed dipoles to an
electric field will be a superposition of the responses of the crossed dipole
elements to two orthogonal linear components of electric field. And, in the
far-field of a crossed dipole pair that is transmitting, a superposition of
two orthogonal linearly polarized plane waves will be produced. Intuitively,
it is clear that the polarization characteristic of a probe antenna can bde
related to the equivalent exitation awplitudes of a pair of crossed dipoles,
This approach is extremely useful in fitting prube polarization correction

into the same framework as probe pattern correction to be discussed later.

Since a nonideal probe responds to both linear components of electric
field one must utilize polarization correction if a pattern made with a
nonideal probe can be modelled as a pair of crossed dipoles, one weak.y
coupled in comparison to the other. By using this approach, polarization
correction of pettern measurements, either near-field or far-field, can bde

looked upon as a special case of probe correction.
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patterns of primary probe antennas wused in probe-pattern-corrected
measurements. Usually the primary probe and a secondary probe whose
polarization is then known can be utilized to make a polarization-corrected

measurement of the pattern of the primary probe.

Probe polarization correction can also be applied to spherical near-field
scanning measurements by making use of the crossed dipole model of the probe
as an approximation to 1its modal expansion. Very often, polarization
correction alone is adequate to give perfectly acceptable far-field patterns

of an unknown test antenna.

Dual Port Probe Correction by Channel Balancing

Probe polarization correction is especially important in obtaining the
|
|
|
t
|
|
|
l
|
|
|

The strict method of near-field scanning requires two scans of the
| measurement surface (one for each polarization). This approach has always
| given good results and 1is theoretically correct. However, electromagnetic
’ technology has provided methods of fabricating dual-ported probe horns (now
available in round waveguide) which permit both polarizations to be measured

simultaneously in one scan. Probe horns have been developed which permit

spherical near-field measurements to be made with dual-ported probe horns over
half-octave bandwidths. j

Each port of an ideal dual-ported probe couples to only one linear
component of the field, and responds equally to equal field strengths. 1In
reality, however, each port has different polarization responses and field

strength responses.

Not only 1is the probe horn slightly imperfect but also the separate
channels of the receiving system are imperfect. Different amplifier gains and

different phase lengths of connecting cable require matching via a calibration

procedure called channel balancing.




Channel balancing is carried out with a single ported utility antenna or
a secondary probe whose poliarization is kncwn. The channel balancing antenna
i{s wounted on the test positioner with the dual-ported probe mounted on the

polarization axis of the range tower.

First the polarization characteristic of each port of the dual-ported
probe can be found from a two antenna polarization transfer measurement {f
they are not already known. Then, since the polarizations of both the utility
antenna and the ports of the dual-ported probe are kmown, the polarization

efficlency factors in the far-field transmission equation can be evaluated.

The imbalance between the responses of the ports can be evaluated by co-
polarizing the wutility antenna to each port separately and observing the
receiver’'s response for each channel. The calculated polarization efficiency
factors and the observed responses provide the information necessary to

correct for the port imbalance and the receiving system imbalance.

In the 2022A Antenna Analyzer's new spherical near-field software this
channel balancing procedﬁré with 'bolarization correction 1is carried out
automatically with the measured data recorded and stored and the calibration

performed in the process nf the near-field to far-field transform.

Thermal Drift Correction

qﬁg of the primary features of near-field scanning 1s the necessity of
making' phase measurements. Phase measurements on an antenna range are
troubled by the necessity of using long cable runs, as compared with bench
measurements. RF cable tends to be sensitive to changes in temperature as
small as several degrees Fahrenheit, which causes a drift in the phase
measurements. This drift can be removed from the measurement 1if it is

m:nitored during the scanning process.

The 2022A Antenna Analyzer corrects for thermelly induced drift by a
method called the return-to-peak method. In this technique the probe is
returned periodically during scanning to the near-field peak. The same point
is remeasured upon each return and the variation in phase and amplitude of the
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peak value is used to produce a correction factor which is applied to each

data point of the near-field scan.

The accuracy of the correction is determined by the amount of drift which
occurs, the mathematical form of the true drift, the frequency of the returns
to the near~field peak and the accuracy with which the peak point can be

measured.

Typically one might set up an antenna measurement to record data on a

near~field sphere every 1 degree in Oo and © the polar and azimuthal

’
spherical angles respectively. Scanning ¢° and Ztepping eo gives a raster
of data consisting of successive scans each taking several minutes. Provided
that the thermal drift can be linearized appropriately over the time required
for a few scans, one would choose to return to the peak every five or ten
scans. Experience with the particular range often yields the knowledge of how

often returns ought to be made.

Polarization-Based Output Presentation

It has long been a frustating fact of life that antenna engineers must
deal with the varlous polarizations that the electromagnetic fileld offers.
Quite often an engineer will wish to make measurements on a circularly
polarized antenna on a range equipped with 1linearly polarized source
antennas. Correction for 1imperfectly ©polarized source antennas has
consistently been a problem for those interested in optimum wmeasurement
accuracy. Conversion between different polarization formats has also been a

problem.

The 2022A Antenna Analyzer Spherical Near~Field software permits the far-
fields to be presented in 1linear and circular polarization formats. The
linear polarization formats can be referred either to the 0 - ¢ grid system
of reference directions or the ludwig system of reference directions.
Furthermore the far-field radiation intensity function can be presented and
plotted just as if it had been measured directly. Also, Poincare' sphere

parameters can be plotted versus position on the radiation sphere.
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The output presentation features of the spherical near-field software
package are sufficiently general that they will be appropriate for any

particular antenna.

CONCLUSION

Whereas the original 2022 Antenna Analyzer Spherical Near~Field Software
package was restricted to the non-probe-corrected case, the new 2022A software
is designed for correction of all recognizable errors for which solutions
exist. Among the errors not yet correctable are (1) errors due to
unrestricted probe patterns which contain azimuthal index values other than 1
(2) probe position errcrs (3) standing waves between the probe and tes*
antenna and (4) extraneous reflection signals. It is likely that correction
procedures for these unsolved problems will also be found and implemented in

future generations of Antenna Analyzers.

In the meantime the 2022A Antenna Analyzer and the expanded software
option ~08A for spherical near~field measurements enables industrial users to

make use of the advantages of near-field testing.

AT,
T s
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1. SUMMARY

)
Microstrip 1ines used in microwave integrated circuits are

dispersive. Because a microstrip 1ine is an open structure, the
dispersion can not be derived with pure TEM, TE, or TM mode anal-
ysis. Dispersion analysis has commonly been done using a spec-
tral domain approach, and dispersion measurement has been made
with high Q microstrip ring resonators. Since the dispersion of
a microstrip 1ine is fully characterized by the frequency depend-
ent phase velocity of the 1ine, dispersion measurement of micro-
strip 14nes requires the measurement of the 1ine wavelength as a
function of frequency. In this paper, a swept frequency tech-
nique for dispersion measurement is described. Ihe measurement
was made using an automatic network analyzer with the microstrip
1ine terminated in a short circuit. Experimental date for two
microstrip 1ines on a 10 and 30 mi1. Cuflon substrates were
recorded over a frequency range of 2 to 20 GHz. Agreement with

theoretical results computed by the spectral domain approach is
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good. Possible sources of error for the discrepancy are
discussed.
2. INTRODUCTION

Microstrip 1ines used in microwave integrated circuit net-
work and device designs are very attractive because of low cost
and easy fabrication. Unlike ordinary transmission 1ines of TEM
mode, the analysis of a microstrip 1ine 1s very complex and
requires the hybrid mode expansion of both the TE and TM modes to
account for the fringing. Furthermore, a microstrip 1ine is more
difficult to design because of its dispersion characteristics.
The dispersion characteristics of microstrip 1ines have been

1,2

investigated experimentally and theoretically. Dispersion

analysis has commonly been done using a spectral domain approach,3

and dispersion measurements have been made with a high Q micro-
strip ring resonator.2 This paper describes a swept frequency
technique for dispersion measurements. The technique s applied
to analyze the dispersion characteristics of an open microstrip
structure as shown in Fig. 2. The measured results are compared
to the analytical results computed by a spectral domain method.
3. DISPERSION MEASUREMENT
Since the dispersion of an open microstrip Tine 1s fully
characterized by its frequency dependent phase velocity, disper-
sion measurement of the microstrip 1ine requires the measurement
2

of the 1ine wavelength as a function of frequency. Troughton

-599-

e e e S




first proposed a technique for measuring wavelengths and dis-
perison characteristics using a microstrip ring resonator. B8y
capacitively coupling RF power into and out of the ring resonator
with 50 Q@ transmission test probes, the 1ine wavelength is
determined by measuring the transmitted power as a function of
frequency. The effective dielectric constant at each resonance

frequency, f, 1s obtained from

Ceff - (é%%?)z
where ¢ 1s the velocity of 1ight and n = 1,2,3.... The mean
radius, r, of the ring is approximited from Wheeler's resu1ts4
which are valid for frequencies below 6 GHz. Although the ring
resonator approach eliminates errors in determining the electri-
cal length due to fringing, the curvature of the ring and the
coupling probes may introduce errors in the resonance frequency
measurements. At high frequencies, the validity of Wheeler's
theory, for approximating the mean radius r 1is also question-
able. In fact, large discrepanctes between calculated and
measured results have been reported.S The swept frequency
technique showi: tn Fig., 2 1s based on the transmission line
theory. The dispersion measurement was made using an automatic
network analyzer with the microstrip 1ine terminated in a short
circuit. Treating the microstrip line like a quarter-wavelength

resonant stub, the 1ine wavelength, A, may be calculated by

measuring ¢ 1nput .+ unce as a function of frequency. The




effective dielectric constant, Coff? at each resonance can be

determined from the following relations:

n
| i (n =1,2,3...)

off " (T:%)a
where & 1s the electrical length of the microstrip line. All
of the measurements were made on 1 in. long'microst}ip 1ines on a
Cufion substrate (cr = 2.1). The Yine width is chosen to provide
a lou-freQUency characteristic impedance of approximately 50 Q.
A SEAMIC flange mount connector was used to connect the micro-
strip 1ine to the automatic network analyzer and the short cir-
cult termination.
4. NUMERICAL ANALYSIS

A spectral domain method as outlined in Ref. 3 1s utilized
to analyze the disperison of an open microstrip structure. 1In
brtef, the formulation of the problem yields a hybrid mode solu-
tion of linear combinations of TE and TM fields. The hybrid-mode

fields 1n the spectral domain are given by

2 2
” ky - k -3k, 2
£,y (a,y,2) = -‘——J-.;z—‘ & (e ?
2 2
ky -k -3k, 2
Wyylay.2) = —1—3-,;1-‘ Hayre
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WH M, 30‘(0.¥) ’szz

Eq(eay,2) = |-3e8i(a,y) - . W )

we €. aif(u.y) h —szz

fqla,y,2) = -;3— oy “Jabyla.y) Je

The subscripts 4 = 1,2 designate the regions 1 (substrate) and
2(air). The Fourier transforms of scalar potentials satisfy the
homogenecus Helmholtz equation

2~ 2~

or

»
o1

—5 - Yyt =0
ay? ¥

where

2 2 2 2
Yp=e vk - Kyoem,

2 2
ko =Wy
By matching tangential components (x and z) of the filelds at
the air-dielectric interface, and satisfying the radiation con-
dition and appropriate boundary conditions at the conducting

strip, two coupled equations of the unknown transformed currents

(Jx.3;) and the transformed longitudinal fields (E,,.H,,) are

obtained.
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8y1(8:ky) T,(a) ¢ 6yo(ask, )T (a) = Epp(and)

6, (a,k,) J () + Byo(a,k,)T () = Hypla,d)
where the expressions for the Green's functions Gll(o.kz).
21(a.kz) etc. are given in Ref. 3. To find the urknown propa-
gation constant kz. Galerkin's method in the spectral domain is
applied to reduce the coupled equations to a matrix equation. By
expanding the transformed current 3' and 3; in terms of some

known basis functions 3;n and J._, V.e.,

)
31(") - Z c.J (o)

n=} noxn

3 L(a) = 2: d 3 n(a)

Nal
A matrix equation of the unknown constants ¢, and d,

4s obtained.

5 e o E K24 L0 w12,

n=1

}: x("’ R Zj K22 20 ma1,2,...0
n=l n=1

where

1.1
:x'(m ) -[Z‘Im(.)sn(a.kz) 3 ,(a)da

1,2
K'(m ) . [3zm(c)612(c,kz) 3m(c)dc
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| k{21 . f:fm(..)sn(..kz) 3,q(a)da

| k{2.2) -L 10855000k ) T, (a)de

The unknown propagation constant, kz' is calculated numerically

by finding the root to the determinant of the matrix equation
[K] = O

The root to the determinant s computed by tteration technique.

Romberg's numerical integration algorithm has been used to com-

pute Kmn' The numerical result is strongly dependent on the

choice of the basis functions. ODifferent bases functien for 3;

1,6

and 3; have been reported in the open literature. For the

work here, the following basis functions have been chosen.

[ ]
=
N
{w)
(]

N E
A
b4
A
[}

Jz(x)

= 0 otherwise

XX W

Jx(x) JXO

X W W
o €08 g.2x 0Bz <IXl 23

5. COMPARISON OF CALCULATED AND MEASURED VALUES
Figure 3 shows the measured and computed values of the
effective dielectric constant, Caffr 35 2 function of fre-
quency for a microstrip line of 0.89 mm 1ine width on a 10 mi]
Cufion substrate (cr = 2.1). The measured curve exhibits the
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usua?l! oscillatory characteristics of the coaxial microstrip

trans\t1on.2

If the substrate thickness ts increased, the
transition effect is enhanced as clearly indicated in Fig. 4 for

' the 30 mil substrate. The transition effect, if not removed,
will obscure the small deviations in impedance and phase veloctity
due to the dispersion of the microstrip line. To remove the

oscillations experimentally requires a broadband, well matched

coaxial-microstrip transistion. However, by fitting the measured
data to an interpolating polynomial to smooth out the transition |
characteristics, the measured curves show good agreements with !
the computed curves. The maximum deviation is approximately

5 percent over a frequency range of 2 to 20 GHz. The discrepancy

between the measured and the calculated values can be traced to

different sources of error. Since the physical line iength is

used to determine the 1ine wavelength, the effective dielectric
constant, Caff’ computed from the measured 1ine wavelength gen-
erally has a higher value. The fringing at the end of the line
; tends to Increase the electrical length of the 1ine, and thus,

lowers the value of the measured € By including the fring-

ff*
ing effect, a closer ayreement between the measured and the com-

puted values can be obtained. Also, 1t has been observed experi-
mentally that the type of short termination has a profound effect
i On €qp By terminating the microstrip line with a SMA coaxial

short and by wire bonding the microstrip 1ine to 1ts ground
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plane, the measurements can be changed by a few percent. Ffor
the latter case, the impact of fringing on the electrical length
is significant. Better agreement between the analytical and
experimental results are also possible {f a more accurate basis
function for the unknown current or a better analytical model for
the microstrip Vine is used. Finally, the impedance variation
along a short-circuit microstrip 1ine can be obtained by measur-
ing the input impedance as a function of frequency or electrical
lengths. Figures 5 and 6 show the varlation of the normalized
resistance and reactance with frequency. The resistance curve
shows an impulse type of response at resonant frequencies, while
the reactance curve demonstrates similar characteristics of a
lossless short-circuited transmissions 1ine of TEM modes. It is
important to peint out that because of the dispersion of the
microstrip 1ine, the resonant frequencies for the higher order
modes do not always occur at exactly the multiple of the funda-
mental frequency. As a consequence, the phase velocity and the
effective dielectric constant are frequency-dependent.
7. CONCLUSION

A swept frequency technique for dispersion measurement of
microstrip 1ines has been described. The technique 1s easy to
apply, and yet, ylelds fairly accurate results for both thin and
thick substrate over a frecuency range of 2 to 20 GHz. From this

technique, one is able to obtain the impedance variation along a
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dispersive 14ine, and a better physical uncerstanding of the dis-

persive characteristics of an open microstrip line.
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/'/ ABSTRACT

.
For certain applications the antenna designer may require a
knowledge of the small scale, or 1localized, reflectivity
properties of microwave absorbers. Suppliers of microwave
absorbers generally quote the average absorption achieved over
fairly large panels (6i7 mm x 610 mm) as determined by one of
several free-space measurement techniques. By the nature of
their construction, small samples of planar absorber panels
cannot generally be evaluated directly in waveguide, particularly

v

at X-ocand and above. {
can f]““ —_— ) ) e e

This paper cescribes a swept-frequency, one-horn interferometer
where the absorber panel is placed directly against the aperture
of a well matched hora, By careful selection of waveguide
components and by aperture matching an exponential horn, residual
‘ reflections within the system can be redvced to acceptably low
levels (typically better than -35 dB). The measurement procedure
has the advantage that fairly small areas (about the size of the
horn aperture) of planar absorber panels can be evaluated without

having to cut the paneis to fit pieces into a sample holder.

Reflectivity measurements on a variety of planar absorber panels

show that multilayer Jaumann absorbers have the greatest
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inhomogeneity (reflectivity can vary Ly 10 or even 20 dB over a
few centimeters). Some multilayer, graded dielectric absorbers
show excellent homogeneity down to tie -30 dB level. Honeycomb
absorbers have excellent homogeneity within a _panel but
occasionally show variations from panel to panel when the
horeycomb 1is excessively loaded. The technique conveniently

determines the center frequency of resonant absorbers.
1. INTRODUCTION

For certain applications (e.g. the microwave absorber in the
backing cavity of a planar spiral antenna), the reflectivity of
the absorber over quite small areas (50 mm x 50 mm) can influence
antenna performance‘. Small samples of absorber are sometimes
measured in waveguide but this technique iz not satisfactory
because the physical construction of most planar panels make them
poorly suited for insertion into small waveguides. Relatively
small samples of absorber can be measured by a horn
interferometer where the sample is placed a meter or so from the
hor-n2. In this case a tuner is usually used to reduce the
residual reflection from the horn at each frequency of interest.
Evaluation of absorbers over even modest frequency bands can be

an extremely time-consuming and tedious process.

This paper cdescribes a one-horn inteirrerometer where the residual
reflection from the horn is reduced to a low level (typically
better than -35 dB) by eliminating reflections from the throat of
the horn and significantly reducing reflections from the horn
aperture. This 1s achieved by wusing an aperture-matched
exponential h~rn. Because the horn can be matched over the full
bandwidth of the standard waveguide banas, swept-frequency

measurements can be taken over 1.5:1 frequency bands.
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In order to examine relatively small samples, the planar absorber
panel is placed directly against the aperture of the horn and its
reflectivity compared to that of a metallic shorting plate which
sets the zero dB reference level. Comparative measurements over
various parts of the absorber panel can be made rapidly without
having to cut samples from the panel. Measured results are
presented for a variety of_ absorbers to i{llustrate some of the

observed inhomogeneities in reflectivity.
2. MEASUREMENT PROCEDURE

The measurement system consists of an RF swept source, some means
of issclating the source, 10 dB directional couplers with a
minimum of 40 dB directivity, aperture-matched exponential horn,
RF step attenuator and network analyser (see Figure 1), The
system is configured out of components generally available in a
microwave laboratory and 1lends 1itself to rapid, real time
evaluation of absorber panels over comparatively broad (1.5:1)

frequency ranges.

Figure 2 shows the aperture-matched horn. The aperture matching
is achieved by attaching a 20 mm diameter rolled edge to all four
walls of a conventional exponential horn (e.g. model 640 of the
NARDA Microwave Corporation). Theoretical and experimental
aspects of aperture matching are described by Burnside and
Chuang3. For reasonable aperture matching the cylinder diameter
should be about a wavelength at the lowest operating frequency.
Experience has shown that significantly improved VSWR performance
can be achieved by using even quite small cylinders (down to a
quarter wavelength in diameter)". By choosing 20 mm cylinders
(0.53 A at 8 GHz), the aperture of the horn at the tangential

points to the cylinders is not increased too much.
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T™e reflection coefficient of the conventional NARDA horn is
shown in Figure 3 together with that of the aperture-matched
horn. Without aperture matching the reflection coefficient is
about -31 db (VSWR 1.06:1) and with aperture matching better than
-37 dB (VSWR 1.02:1) over the 8.4 to 12 GHz band. The dips at
about 9.1, 10.3 and 11,3 GHz result from the finite directivity
(about 44 dB, in this case) of the couplers used. This effect is
analogous to that observed when measuring antenna patterns in the
presence of extraneous reflections and can be analyzed in the

same ways.

The residual reflectivity (-37 dB) of the aperture-matched horn
will introduce measurement uncertainty depending on the amplitude
and phase of the reflected signal from the absorber. For
example, a true reflected level of -25 dB from the sample could
lie anywhere between =23 and -27.5 dB depending on whether it
adds in or out of phase with the residual reflection. At a true
-30 dB level, the residual reflectivity could cause this to be
between =~26,8 and -35 dB. Measured reflectivities below the
-25 dB level should therefore be treated with caution.

The measurement procedure is as follows: place the metallic plate
against the horn aperture to obtain a zero dB reference level (a
better baseline is achieved by placing the plate at the waveguide
flange between the coupler and the horn), check RF linearity and
dynamic range with the RF attenuator (60 dB linear dynamic range
was achieved), place the absorber panel against the horn aperture
with the metallic plate behind it ensuring that the sample is
firmly pressed against both the aperture and the plate. The
reflection coefficient with the sample in place 1is the
reflectivity of the absorber panel. The aperture of the horn is

not free-space nor is the incident wave plane, however for
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comparative measurements this is of nov consequence., Measurements
on known samples show that the test results for homogeneous

panels do not deviate significantly from the free-space results.

3. MEASURED RESULTS

A wide varjety o planar absorber panels were evaluated using the
procedure of Section 2 to ascertain how homogenecus common
absorber panels are when sampled over small areas (about 60 mm x
80 mm in X band) within the panels (typically 610 mm x 610 mm or
305 mm x 305 mm). The absorbers tested fall into three broad
classes: (&) multilayer dielectric absorbers, (b) carbon coated
honeycomb panels and (c¢) thin, resonant absorbers (single layer
or double layer). Chapter 9 of reference 2 gives a detailed
discussion of absorber types.

3.1 Multilayer dielectric absorbers

Broadband absorbers can be made by using multiple layers of
resistive sheets anc low dielectric constant spacers. Several of
these Jaumann absorbers were evaluated, the absorber panels
differing 1in the number of resistive sheets and spacer
thicknesses but all specified to have =17 dB reflectivity i{n the
8 to 18 GHz frequency band.

Figure 4 shows the swept-frequency results for a three resistive
layer Jaumann absorber. The two plots were taken at positions
near the center of a 610 mm x 610 mm panel with the panel
displaced about 100 mm between the measurements. There are
localized inhomogeneities where the reflectivity differs by
between 5 and 10 dB to the -25 dB level. The largest difference

in reflectivity observed for any of the Jaumann absorbers tested
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is shown in Figure 5 for a six she2t abiorber measured over 12 to
18 CHz. A difference in reflectivity of about 20 dB was observed
when the horn was moved only 50 mm. The absorber was dissected
to see whether the inhomogeneity could be ascribed to mechanical
defects - the spacers were all of correct thickness and the
resistive layers were not damaged. The difference in performance
can only be ascribed to the fact that the lossy lavers are not
sufficiently homogeneous and isotropic. When the absorber panels
are to be wused to cover large surfaces, the localized
inhomogeneities in reflectivity are of no consequence since these

variations will be averaged cut.

A multilayer, carbon loaded, low density foam absorber panel was
a)so evaluated (see Figure 6). The three curves show the extent
of variations over the 610 mm x 610 wim panel. Down to the -30 dB
level, the variation is only about 4 dB, which is typical of the

araded foam absorbers tested.

3.2 Honeycomb absorbers

Honeycomb absorbers are made by coating the hexagonal open cell
honeycomb with a resistive layer. These absorbers are often used
to line antenna cavities1 and are thus required to have good
homogeneity and, the reflectivity should be the aame (or nearly
so) from panel to panel! of the same type. The honeycomb itself
is not homogeneous, there being a series of ribbons where
adjacent hexagonal cells meet. Figures 7 and 8 show the
reflectivity from 8 to 12 GHz and 12 to 18 GHz, respectively. In
each case there are two curves - one for the electric field
parallel to the ribbon and the other for the electric field
perpendicular to the ribbon direction. The two plots track each

other tairly closely, the perpendicular plot being typically 1 or
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2 dB better. Figures 7 and 8 were measured using different
one-horn interferometers. There {2a excellent tracking of the
reflectivities &t the -20 dB level at the cross-~over frequency of
12 GHz.

In general, excellent. homogeneity in reflectivity was found
within a siheet and several sﬁeets nf the same type tracked each
other to within a dB from 8 to 12 GHz. 9ne particular honeycomb
ansorber deviated from the above. The absorber sheets were quite
thin (12.7 mm) and had been heavily loaded tc achieve -20 dB at
X band. Figure 9 shows the difference in reflectivity between
two sheets of the same type, within each sheet the homogeneity
was good (about 1 dB). This particular honeycomb was odd in the

sense that the absorption decreases with increasing frequency.

3.3 Thin, resonant absorhers

The svept-frequency, one horn~-interferometer can be used to
determine the resonant frequency of thin narrowband absorbers.
fFigure 10 shows the resonant frequencies of three narrowband
avsorbers. These measuremcents weir'e taken at the center of each
305 mm x 305 mm panel. Within each panel the resonant frequency
shifted by about 500 MHz 4as the horn was moved around. The
manufacturer does not guote the center frequency for the absorber
but simply states that the absorption will be better than -17 dB
at 9.3 CHz. Cince these absorbers generally have high dielectric
constants, smu:l changes in thickness will cause a =shift in the

resonant frequency.

Figure 11 shows an interesting resonant absorber where two
resonanczes are achieved in a 4.7 mm thick panel to inicrease the

bandwidth over that of the conventional resonant absorper of
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Figure 10. The solid curve shows the typical reflectivity over
about 90% of the sheet and the dashed curve shows the
manufacturer's typical data which was taken using an arch far
field range. The sSolid curve of Figure 11 shows good agreement
with the arch measuremenis. In part, this agreement results
because the sheet tested with the interfarometer s quite

homogeneous.

u, CONCLUSIONS

Details of a swept-frequency incerferometer for making rapid,
real time assessments of 1localized inhomogeneities in planar
absorber panels have been presented. An aperture-matched,
exponential horn was used to reduce residual reflections in the
system to about -37 dB, This residual reflection is adequate for
making comparative measurements on planar absorber panels whose
reflectivities usually fall in the =15 to =-25 dB range. Jaumann
absorbers have the worst homogeneity, +vhile the honeycomb
absorbers generally have excellent homogeneity within a sheet and
from sheet to sheet. The center frequencies of resonant
absorbers were also measured using the test set-up. With
suitable directional couplers and aperture-matched exponential
horns, the technique can easily be applied in the standard

wavaguide pands from 2 to 40 GHz.
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FIGURE 1 : Swept-frequency, one-horn interferometer.

FIGURE 2 : Aperture-matched exponential horn.
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variation over 610 mm x 610 mm shest.
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RESULTS OF OPTIMIZATION OF YAGI-UDA ARRAYS
OF SHAPED DIPOLES

Stephen D. Hibbard, Sharad R. Laxpati and Paul D. UWolfe
Department of Electrical Engineering and Computer Science
UIniversity of Illinois at Chicago
P. 0. Box 4348
Chicago Illinois 60680

AbstracL/,~\

¥

The method for maximization of the directivity of
Yagi-Uda arrays of shapea dipoles as outlined by Liang and
Cheng“ﬁ;as amployed to optimize a three-element array of
shaped dipoles, each 1.5 wavelengths in length and 0.01
wavelengths in radius. Liang and Cheng’s optimal three
element array was confirmed to yield a maximum directivity
of 11.8 dB wusing the moment method with seco:.d-order

. '
expansions as formulated by Harrington®~ R

R

KvTuo simplex minimization routines were alternately
used to independently determine optimal element shapes and
eliminate saddle points for a three -element array of the
same dipole lengths and radii, 1.3 and 0.01 wavelengths,
respectively. Using this procedure, a shaped-dipole
Yagi-Uda array different from Liang and Cheng’s example
was found to yield o maximum directivity of 12.6 dB.

X

-631-




This paper will also present results for optimal

shapes of Yagi-Uda arrays of more than three elements.

l.Introduction

The VYagi-Uda array has important apelications in
the VHF/UHF frequency range due to its simplicity. A
conventional VYagi-Uda array consists of a row of parallel
straight cylindrical conductors, of which only one is
driven by a source and all others are parasitic. Among
the parasitic elements, one serves as a reflector and the
rest are directors. A conventional VYagi-Uda array of

three elements is pictured in Figure 1.

Methods for increasing the directive gain of this
type of antenna abound. The methods include changingy
element spacing, element radius, element length, boom
length and number of directors. Element 1lengths are

usually on the order of one—half wavelength.

Landstorfer® reasoned that for dipole elements

longer than one wavelength, shaped dipoles could vyield a
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higher directive gain than linear ones of the same length,
assuming a sinusoidal current distribution that is
independent of the shape or radius of the dipole. By
experimentation, he found that a three-element Yagi-Uda
array of shaped elements, each 1.5 wavelength long, could
be adjusted to yield a directive gain of 11.5 dB. Cheng
and Liang' proposed a numerical uptimization procedu e for
Yagi-Uda arrays. Each dipole was described by three
parameters; dipcle length and radius were held constant at
1.5 and 0.01 wavelengths, respectively, for the array.
Their procedure used the method of moments and point
matching to approximate the array as a multiport network,
and a simplex routine to maximize the Jdirectivity of the
array. Liang and Cheng achieved a maximum gain of 11.8dB,
which could only be implemented with a conventional

Yagi-Uda array of nine or ten linear elements.

The increase in the directivity of a shaped three
element array indicates the possibility of increasing the
gain or Yagi-Uda arrays of more than three elements.
Thus, a study was undertaken to inverstigate shaped arrays
of more than three element=z. The invectiga ion 1is
numerical in nature and paralleled that of Liang &nd

Cheng., The moment method numerical technique emplionyed in
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this work was verified by reproducing the resuits
published by Liang and Cheng. When an optimization
procedure was instituted with their results as a first
guess, the procedure did not converge; the intermediate
results indicated that there existed other uptimal shapes.
Based on these intermediate results it was decided to

examine a three e'ement array as well.

In this paper, the results of numerical analysis
of multi-element Yagi-Uda arrays are presented. In the
following the numerical moment method formulation of an
axially symmetric array 1is presented. Also, a brief
descriptiun of the optimization prucedures used in this
study is provided. The resuits of the optimization study
of optimal shapes, element spacings for three element
array are described in the last section. In that section,
the results of directivity and impedance for arrays of
more than three elements are also included. Finally, some

general conclusions are offered.

2. Formulation

As described by Liang and Cheng', each element is

described by the following equation:




y{x) = A, [ 1 -1/¢1 + Bix2)] + C, (1

where i = 1, 2, 3, «+o« N, and N is the tota! number af
elements. The parameters A, B, and Ci are to be
aptimized. The relation betueen the total! arc length L of
each element and half of 1iis projected length on the

X~-axis is as follows:

Xo 1
L =2 J JUTT +F7Udy7d%7T77]  dx (2
°

Wwhere x,:¢+ is the x—-coordinate of the end-point of the

antenna element number i.

Each element 1is divided into segments such that
one segment 1is centered on the y-axis. Each segment is
then numbered and considered to be a port in a multi-port
linear network. Following Harrington?, the self and

mutual impedances of each segment are given by

2<m,n) = jup 4la-4le + (1/jwE) L ¥(n*,m*) - ¥(n",m*)

+ $(n*,m ) + Y(n~,m ) 1 (3)

Wwhere,
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x {~jKRae n)

E.
wim,n) = (1/870) I add - dz’ (8)
_u & n
i = square root of -1,
w = frequency in radians,
u = permeability of free space,
£ = permitivity of free space,
4la = length of segment m,
20 = |_ﬂ_]_n|
IR | = [ TP TF (27272777 , M X n
= N [a? 7+ (2")7] s, M = n

wire radius

The second oarder aprroximations of the scalar
function of equation (4) from Harrington are used, and the
geometry for determination of this functian 1is described

in Figure 2.

The directive gain for one polarization 1is as

follows:
k? | C Ve(8,0, JC Y 1L Vs 112
a(8,0) = — Ld 10 Ve ) (5)
41’[ Pln
where,
n = intrinsic impedance of free space,
k = 2x/A» = the wave numoer,

UV, (8,0) = Eva *» dle o 1 = 1,2,3,.44,N

”~

gr. (9.®) = Ue €XPp (—JK" '.r:")‘

T

e i i

e i il ke




Note that V. and E- are induced voltages and electric
fields. respectively, induced on a unit dipole receiving

antenna by the antenna segment m.

The input power of a <aurce feeding {he nth

segment of an antenna is
Pian = Re { IW1? Y(n.n) 3 (6)
where, Vo is the source voltage, Y(n,n) is the input

admittance, n 1is the feed port. . The current is given by

the product of the admittance matrix and source voltage

vectors.

CIJ1=10Y 3 Vs 3 7
C Ve 1 =( 0, O’CQO.Vn, O.oot,O .

The admittance matrix is the inverse of the impadance

matrix:

(Yl =023 (8)

The above mentioned expressions were modeled on a




computer to determine the directive gain, current
distribution, bandwidth, and input impedance for an
axtaily symmetric array. This computer code was verified
by checkirg with the known results fort a three element
Yagi-Uda array of linear elements; & single linear dipole
and an array of three V-shaped dipoles; and most

importantly the results of Liang and Cheng for three

shaped element array.

The numerical task of solving the above moment
method equations is well known and will not be discussed.
Suffice it to say that the code was carefully verified. In
the next section, a brief discussion of the optimization

procedure used in this work is provided.,

3. Procedure

The optimal analysis of the Yagi-Uda arrays
carried out here utilizes two different simplex routines.
A simplex routine 1is essentially a root-finding routine
for a function of N variables. 1t will determine the set
of N values of a function of N variables which will vield
a minimum value of the function. It scans the 'space'",

the range of possible wvalues for all the function’s
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variables, evaluating the function for many different sets
of wvariable wvalues. When a minimum 1is suspected, it
contracts the space it is searching and conducts a more
detailed search. This process is reiterated until a local
minimum is found or the search proves futile (in which
case it scans a much larger space and the process starts

again).

For a function of N variables, if the function's
inverse 1is found to have a minimum for a set of N values
of those vari ables, then this same set of wvariables is
that which will yield a iaximum for the function,
Usually, the minimum (or maximum for a function’s inverse)
is anly the minimum within a certain range of wvalues,
termed a ‘'neighborhood", of the function’s variables, or
constraints. This is termed a "local" minimum. A minimum
value of the function for the entire range of possible
values of the function is termed a '"global' minimum.
Different sets of wvalues which vyield different 1local
minima that are not the global minimum are termed 'saddle

points'" (See Priemer*).

Any effort to reduce the number of variaoles will

greatly increase the speed of the optimization procedure.
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Liang and Cheng did just that by setting one of the
independent variables to equal zern (fixing the antenna
configuration at a reference point) and thus reducing the

number of independent variables from nine to eight.

Liang and Cheng used this precedure to determine
the three sets of parameters necessary far maximum
directive gain on a three-element, shaped VYagi-Uda array
of element length 1.5 wavelengths and radius 0.01
wavelength. The procedure required cpproximately 40
minutes of CPU time on a DEC 10 computer, and yielded a
set of parameters describing an antenna whose directivity
is 11.8 dB, which <could only be implemented with a

conventional VYagi-Uda array of nine or ten dipoles!.

Uesually, for functions that require a very short
amount of CPU time, one can allow the simplex routine to
attempt to converge on the global! minimum. Houwever, for
long routines such as moment method code used here,
(approximately two seconds in the simplest <case: three
elements), one must print intermediate results in case it

fails to converge.

In the numerical analysis carried out hare, two
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simplex routines were alternately used as follows:

"MINMUM"®: This routine has constraints defined by how
much the function wvariables® values are varied from

initial first guesses.

"ZXMWD": This routine is part of the IMSL subroutine
library generally available oh major mainframe
computers. It uses ranges aof the function wvariables’

values as constraints.

A first run of the simplex using MINMUM with Liang
and Cheng’s parameters as a first guess failed to converge
on a local minimum within two hours of CPU time on an IBM
3081K64 machine. This is due to the fact that even with
Ci fixed at zero, the dimension of the space was eight,
and the function required approximately two seconds of CPU
time for each evaluation. However, intermediate results
of the optimization were printed, and they indicated a
global minimum existed other than the one obtained by
Liang and Cheng. Numerous saddle points (local minima)

were alsg indicated.

{XMUD was used to search for a local minimum
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within the neighborhoods of each saddle point. This was a
very costly process, requiring approximately two hours of
CPU time. ZXMWD 21so failed to converge for the same
reason as MINMUM, but it was found thai the neighborhood
of a saddle point could be sufficiently investigated for a

local minimum within only two minutes of CPU time.

Therefore, for the case of the three—element
shaped Yagi-Uda array, using Liang and Cheng’s paranmeters
as a first guess, program MINIMUM was used to scan a large
neighborhood around the first guess, and ZXMWD was used to
investigate the i1ndicated saddle pnints within much

smaller neighborhoods.

Unfortunately, for the cases of shaped VYagi-Uda
antennas of elements numbering more than three, the
benefit of such an excellent first guess was not
available. Therefore, it was necessary to try and find
one by evaluating the function at widely =spaced wvariable
values throughout the entire range of the functions. For
this purpose, to reduce the space, the A, variables were
fixed at a constant wvalue for the entire array; the C;
values were fixed such that the interelement spacing was

constant, and only the Bi parameters were varied. Thus,
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for a four—-element array, the search space was reduced
from 12 independent variables to four. Similarly, for a
five-element array, the space was reduced from 15 to
five. Also, tao further reduce the CPU time required for
each evaluation of the function for a cet of parameter
values, each element was divided into 15 segments instead
of the 21 used by Liang and Cheng. However, aonce a

fruitful minima was achieved, 21 segments were used.

4, Results and Discus<sion

Using the above procedure each parameter was
optimized independently, fixing only C. at 0.000. This
procedure required approximately 40 minutes of CPU time on
the IBM 3081Ké4. The following parameters were found to
yield a maximum directive gain of 12.6 dB and an input

impaedance of 6.99 + j32.5 ovhms.

Table 1

Parameters of a Three Element Array with a Directivaity of

12.6 dB.
Element Ay B Ci
Reflector J.378 15.0S ~0.162
Active 0.393 32.11 0.000
Cirector 0.362 77.69 0.151
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The parameters found in Table 1 were found

separately by optimizing each parameter except C:z2.

More interesting results were found when the space
was reduced by setting the va]ue of Ai parameters equal to
0.370 and the inter-element spacing, D, equal to 0.160.
Then C; 1is given by (i-1)D. The B, parameters were then
separately optimized. The space for a three element
antenna is now reduced to three, the number of B,
parameters. The results of this procedure are found in

Table 2.

Table 2

Parameters of a Three Element Array with a Directivity of

13.2 dB.
Element Bi
Reflector 15.00
Active 31.00
Director 50.00

For antennas of N elements, the above procedure
was duplicated. All parameters except C: were optimized.
Then, the B, parameters were separately optimized tocether

with a constant A, equal to 0.370 and interelemnent spacing
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of D = 0.160. The optimized B, parameters are presented

in Table 3 for N equals three to nine.

Jable 3

Optimized Parameter By and Directive Gain for Multi-element Arrays

N By B2 Bs A[ Ba | Bs Bs B? Ba By i GAIN
3 15 31 S0 13.2
4 22 30 58 73 13.4
S 15 30 70 117 130 13.9
6 12 24 75 113 160 22 14.1
7 13 30 60 90 . 120 140 160 14.2
8 12 38 65 91 116 144 166 181 14.4
9 12 37 6 90 115 140 166 182 211 14.5

Note that the valunrs of the B: parameocters are to
two significant digits. For N equal ta five through nine,

A is set to 0.370 and interelement spacing to 0.160.

For the procedure used in this study, it was found
that the best results for directive gain is achieved when
the B: parameters are optimized ai.nne, uhen compared to
optimization over the entire space. That is, Az is fixed
to 0.370 and the interelement spacing is set at 0.160. It
should be noted that this has been confirmed for antennas

of three and four elements only.
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By reducing the space over which the optimization
was carried out, and by reducing the numter of dimensions,
the number of possible saddle points on which the
optimization will attempt to converge 1is reduced. This
also 1increases the chances of having any local minimum to
be a glabal minimum; thus increasing the efficiency of

the optimization.
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In this paper, the results of a numerical analysis
of shaped dipole VYagi-Uda arrays are presented. This
analysis was performed using the method of moment and the
work presented by Liang and Cheng. Their optimization was
confirmed wusing this method. The optimization of the
array presented by Liang and Cheng was refined for gr:ater

directive gain.

This was accomplished by alternately wusing two
optimization routines. It was found that by reducing the
space cver which the optimization was perforimed greater
computing efficiency was achieved and most importantly,
directive gain was increased. Using Liang

and Cheng’s results as a first ¢uess and optimizing ovar
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the whole space, a directive 9ain of 12.6 dB was obtained.
But, by fixing the inter-element spacing and one of the
paraneters for each element, an increase in the directive
gain to 13.2 dB was achieved. The procedure was then
extended to an array of four elements and a directive gzin
of 13.4 dB was found. The results for up to nine elements
have also been presented. Specifically, the appropriate

parameters and the direciive gain have bLeen tabulated.

An interesting observation that shou'd be made
that analoguus to the case of a linear Yagi-Uda array, an
increase in the number of director beyond the first tuwo
does not increase the directivity significantly. This
observation is based on our restrictive optimization of
more arrays with more than three directors (five elements)
and a full optimization may praduce significant change in
the directive gain. However, the computational rescuurces
needed to carry out such an exhaustive analysis are
significant and no attempt was made to carry out such an

analysis here.

It is planned to continue this study. In
particular, arrays with four and more elements will be

explored further. Also an investigation intou the

bandwidth would be of considerable interest.
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e
<: ABSTRACT

This paper describes an attempt to predict the received voltages
on a VHF direction finding (DF) array using the geometrical theory
of diffraction and the principle of reciprocity. Once the
received voltages are known bearing errors can be predicted from
the phase information.

The predicted receive mode radiation patterns are compared with a
simple model of a Cl30 Hercules transport aircraft. :Further com-
parison is made with models representing a low-wing jetlirer with
underwing engines. The latter aircraft models use either a blunt
capped cylinder or a sectional cylinder with a hemispherical cap
and a conic section. The comparison between predicted and
measured results are reasonable. ,ﬂ$~hw

It is concluded that a simplified model with a blunt cylindrical
model yields acceptable results. Furthermore for underbelly
mounted DF arrays the smallest bedaring errors are obtained for
high-wing aircraft followed by low-wing aircraft with tailmounted

engines. Low-wing aircraft with underwing enginepods will yield
the worst results.
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1. INTRODUCTION

It is known from previous model]igg of bLirection Finding
(DF) antennas on aircraft and ships ~*“ that reradiation from
structures in the vicinity of the antennas can be a major source
of errors. In this paper attempts to predict the magnitude of
structural effects using standard computer techniques and to
verify these predictions by model measurements are described.

The initial decision was to use a reasonably simple physical model
of the Lockheed Cl130 (Type L100-30) Hercules transport aircraft.
This aircraft is used extensively in a variety of roles. In South
Africa it has been used in several longrange search and rescue
operations by SAFAIR Freighters. Some of these missions are
listed in Table 1. In view of the fact that frequencies at
approximately 121.6, 156.8 and 243.0 MHz are designated for call-
ing and distress use, it seemed to the authors appropriate that
this aircraft would be a suitable case study for an analysis of
structural scattering effects on a simple VHF OF array. The com-
plexity of mounting appropriate antennas on the underbelly of ttre
real aircraft in view of the low ground clearance was not con-
sidered important for the purpose of this study.

In view of the somewhat disappointing results obtained during com-
parison of numeric and physical modelling it was decided to extend
the measurements to include a model of what could be considered a
fairly typical low-wing commercial jetliner with two underwing
engine pods. In order to reduce the complexity of the computer
model it was also decided to investigate the use of a blunt capped
cylinder for the fuselage as an alternate to a more accurate scale
model.

2. THEORETICAL CONSIDERATIONS

2.1. Introduction

The principles of the method for computing the effect of an
aircraft structure on the performance of an airborne DF array are
described here.

Since a DF system is essentially a receiving device, the direct
approach would be to consider the response of the antennas for
plane waves incident from various directions (bearings). However,
this would require that the fields of the incident wave at the DF
system antennas be computed in the presence of the aircraft struc-
ture. That is, scattering of an incident plane wave by the air-
craft structure would have to be accounted for. The latter is an
extremely difficult problem. On the other hand, very efficient
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methods exist 3°"»°3© which enable one to compute the fields of
the DF antennas if we consider them to be transmitting in the
presence of the aircraft structure. Using the reciprocitv theorem
of electromagnetic theory, a method can be developed whe: 2by these
"transmit mode" fields are used to dectermine the response (receive
voltages) of the DF system to incident waves, in the presence of
the aircraft,

In practice it is more than reasonable to assume that the source
of radiation (beacon) whose bearing the DF system is to determine,
is in the far zone of the DF system, and vice versa. The beacon
may then be represented as an infinitesimal electric current
source, Since most beacons of the "distress" type will have
electrically small omnidirectional antennas, such a representation
as an infinitesimal source will usually be valid irrespective of
range.

2.2 Definitions and Terminology

Consider the configuration shown in Fig 1(a) which shows
schematically the n-th antenna (antenna “a“g of a DF system
radiating in the presence of an aircraft structure.

At location R = Ry = (xg,¥g5.2g5) is a beacon (antenna “b")
of orientation nAg, which in the 1light of the preceeding
discussion can be considered transverse to Rg. The beacon
represents an infinitesimal electric current source of length AR
and strength Ig. Thus its current density can be written as,

Ip(xsy52) = Tg A% 8(x-xg, y-ys, 2-2g) fig (1)

The orientation ng selected determines the polarisation of the
incident field being simulated.

The surface S encloses antenna "a", while S, encloses both
anteanas "a" and the aircraft.

The fields (Ez,Ha) are those of antenna "“a" (the n-th UF
antenna) when it 1S transmitting in the presence of the aircraft
structure and the antenna "b". Thus the scattering from both the
aircraft and that from antenna "b" is includea. Since "b" is the
infinitesimal elenent, its effect on (Ez,Hz) will be neglig-
ible. -7
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The fields (Ey,Hp) are those of antenna "b" (the beacon) vhen
i it is transmitting in the presence of the aircraft structure and
antenna "“a". Thus scattering from both the aircraft and antenna
"a" s included.

(EF,HF) represents the fields (Ea,Ha) as observed at
R™ = Rg, while (ET,HT) represents ?E},Ha) as observed on
2. “Finally, (ER,HR) will be fields T(Ep,Hp) as observed
on 520

2.3 Reciprocity Theorem

. The general7 reciprocity theorems for an electromagnetic
field states that *,

?S (Ea x Hy - Ep x Ha). dS

fV(Eb‘_‘la‘Ea‘ﬂb‘ﬂb'ﬂa"ﬂa‘ﬂb) av (2)

where the closed surface S encloses the volume V containing two
sets of electric and magnetic sources (Ja,Ma),  (Jp.Mp)
which give rise to electromagnetic fields '_&;a,HaY' and
(Ep,Hp) respectively. -

The vector dS is normal to surface S and is directed positively
out of S. )

2.4  Application of the Reciprocity Theorem

The reciprocity theorem given in expression (2) will now be
applied in two ways, to the configuration of Fig 1(a).

First, choose the surface S in the theorem as S) + Sy, so that the
volume V enclosed by S is a source-free region, containing neither
antenna "a" or antenna "b". In such a case, the volume integral
on the right hand side of equation (2) is zero. The surface
integral on the left side can then be separated into two surface
integrals as,

- - - . )
b, (6 X Hy = By 0 H) - 85 = of (B X Hy = By xy) - 85 (3)
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with dS directed positively out of V. Using the “shielded
antenna", whereby surface S) enclosing the antenna can be con-
sidered (for the wire antenna case in Fig l(a) and the aperture
antenna case of Fig 1(b)) to coincide with conducting portiogs of
the antenna except for an "“aperture" portion Sap, Collin has
shown that the received voltage at antenna "a" due to source "b"
is

R =Cnfs(1£axﬂb‘_bxﬂa) ) (4)

where C, is a complex constant dependent on the particular
antenna type. Frcm (3) this voltage is then also given by,

VR =-Cnfs(_5_ax'jb-_bXﬂa) . dS (5)
2

If (Et,Hr) and (Eg,Hg) on S, are substituted for
(Ea»Ha) and (Q,,FI’R) respectively, this is just

VR ='CnfS(E-_TXL!R~__RXﬂT) . dS (6)
2

Let the reciprocity theorem (2) be applied once more with volume V
being the region enclosed by surface S, and the sphere at infinity
So. For the volume integral term on the right hand side of (2),
the only source term enclosed is the beacon antenna "b", with
current density Jy given by (1). It therefore integrates to
-%F(gs)- ig Ig A% where Efp is the field E; as ovserved
at Rg, a¢ decided above. Thus expression (2) becomes,

$ (Eg x Hy - Ep x Ha) +dS = -EF(Rg) * Ag Iy AL
52+Sm
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But that portion qf the surface integral in (7) over the infinite

sphere is 2zero . With (E,.H,) and (EpsHp) on S, replaced
by the symbois (Et,Hy) Tb respectively, (7)
becomes

-J'Sz(ET x Hy - ER X Hp) +dS = -Eg(Rg) * fg 1g A2 (8)

Comparison of (6) and (8) then shows that the voltage received by
the n-th DF antenna, when beacon "b" is transmitting is,

VR = Cn EF (Es) . ﬁs Iu AR (9)

Note that (9) is valid for any range and orientation of the
beacon,

2.5 Summary of Theoretical Result for Received Voltages

The voltage received by tihe n-th antenna of the DF system,
when the beacon of orientation fig is transmitting from bearing

Rgs 1s given by

Vn = Ag "s - Er (Rs) (10)

where

(1) Ay is a complex constant, Cp I, 4%, which will be of no
concern in determining the relative complex values of the
receive voltages of the identical DF antennas.

(1) Ef(Rg) is the field at Rg of the n-th antenna of the
DF system, when it is transmitting in the presence of the
aircraft. These fields are computed u§1ng the geometrical
theory of diffraction (GTD) methods 3, 4,9

LIS B ]

In order to evaluate the DF system, the fields Ef(Rg) of each
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UF antenna, with phase referred to a common reference point, are
computed for a known bearing (fg location Rg). Then the vol-
tages V, are computed for each antenna using (10) and used in
the particular UF system algorithm to find the predicted bearing.
The bearing error is then the difference between the known and
predicted bearings. This is repeated for each direction of inci-
dence of interest.

3. NUMERICAL PREDICTION

3.1 Ivtroduction

The GTD is ideal for studying antennas in a complex envi-
ronment as only the most basic features of a very complex struc-
ture need to be modelled. The components of the fields incident
on, reflected by and diffracted by the various structures are
determined by using ray optical techniques. Components of the
fields are found by summing the Geometrical Optics (GO) terms with
the diffracted terms in the far field. The diffraction terms can
be found by using the GTD solutions for the individual rays inci-
dent on structural elements such as edges and corners. The rays
from any one structural element tend to interact with other struc-
tural elements and cause various higher order terms. By tracing
all the possible rays and evaluating only the dominant terms an
accurate and efficient code can be created "> °,

3.2 Implementation

A short description of how the GTD is implemented in the
code used is now given. Th. code allows the moael used to include
a finite elliptical cylinder and a set of flat plates. The
cylincer mey be capped with a flat plate which may be at any angle
relative to the cylinder in the vertical plane “. The plates must
be flat and each plate may have up to six corners.

The following terms are included in the code:

direct field

field reflected from a plate

field doubly reflected by plates

field diffracted by plates

field reflected by a plate then diffracted by a plate
field diffracted by a plate then reflected by a plate

field scattered by the cylinder

field reflected by an end cap
field diffracted by an end cap rim
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fieid reflected by a plate then scattered by the cylinder
fiela scattered by the cylinder then reflected by a plate
field reflected by the cylinder then diffracted by a plate
field diffracted by a plate then reflected by the cylinder

Scattered by cylinder means that the fields scattered by the
cylinder includes both reflected and diffracted (creeping) rays.

The code uses the method discussed in the previous section to
determine receive voltages of the DF antennas in the presence of
the aircraft. As such the code is & transmitting antenna code and
it computes the transmit radiation pattern of the antennas mounted
on the structure.

The code allows more than one antenna to be mounted on the Struc-
ture at any one time. The free space radiation pattern of each
antenna on the structure must be known a priori. Recause of the
simplicity of expressions for the radiation patterns of dipole
(monopole) and slot antennas and the fact that their fields have
the required ray optical form, they are used in the code.

To compute the radiation pattern of a two antenna DF system, the
program i$ used in the transmit mode and both antennas are trans-
mitting simultaneously with a phase difference of 180 degrees.
The total radiation pattern of the two antennas is thus found for
comparison with measurements.

To compute the errors introduced in a DF system the transmit
radiation pattern 1is found for each antenna. The method
described above is then used to compute the receive voltages of
@ach antenna from its transmit fields with amplitude and phase
information preserved. The receive voltages of each of the
antennas can then be fed into the DF algorithm used to compute the
errors introduced because of the distortion of the receiving
patterns The algorithm of a four antenna system described by
Gething ~ has been included to supplement the code. This enables
direct calculation of DF errors for an interferometric system.

In order to establish that the GTD method described correctly
preserves the phase information so essential for application to
interferometric DF applications, a OF array of two antennas
mounted on a box was first modelled. HBeariry errors were then
calculated in two ways. First the GTD w s used to find the
transnit fields and the bearing errors found. Then the method of
moments was used to find the transmit tields and the bearing
errors found. The results were, for all intents and purposes,
identical. In what follows only the GID has been used in the
computations.
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3.3 The Numerical Aircraft Models

The models under consideration have been built-up by using
a circular cylinder with capped ends for the fuselage. The wings
were modelled with one flat plate each and the tail was modelled
with a set of plates. The modelling of the engines was done
using one of two methods. The first engine model was a vertical
plate hanging from the wing. This model will have the correct
shadowing properties but does not have the correct diffraction
effects of a real engine. For a more realistic mode! of the
engine three plates were used. Recause the number of plates that
may be used in the code is limited to 14, not all the engines of
the Hercules C130 could be modelled in this way.

4. EXPERIMENTAL PROCEDURE

4.1 Description of Models
4.1.1 Lockheed C130 Type L100-30

The choice of scale was determined by the availability of
aluminium tubing which happened to have a diameter of 220 mm.
Flat plate with a thickness of 3 mm was used for all wing sur-
faces. Small cylinders were mounted underneath the wings to model
the engine pods. For convenience a 20:1 scale factor was used.
Details of the model are given in Table 2 together with the posi-
tions cf the Adcock arrays. A hemisphere was used for the nose
section. The upwards tapered tail section of the (130 was
approximated by a conic section, the base of which had been cut at
a slight angle to provide the necessary upward slope. All slots
formed were taped with aluminium tape. Five possible
configurations were considered. These were:

(1; Fuselage only
Fuselage + Tailplane
(3) Fuselage + Wings + Tailplane
(4) Fuselage + Wings + Tailplane + Inner Engine Pods
(5) Full model (excluding rudder)
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